## Radiative losses and radiation reaction

In Chapters 8,9 , and 10 we examined gravitational phenomena that take place in the near zone, the region of space which contains the source of the gravitational field, and which is confined to a radius $R$ that is much smaller than $\lambda_{c}$, the characteristic wavelength of the emitted radiation. This near-zone physics excluded radiative phenomena, and the dynamics of the system was entirely conservative. In Chapter 11 we moved to the wave zone, situated at a distance $R$ that is much larger than $\lambda_{c}$, and studied the gravitational waves produced by processes taking place in the near zone; this wave-zone physics is all about radiative phenomena. In the first part of this chapter we continue our exploration of wave-zone physics by describing how gravitational waves transport energy, momentum, and angular momentum away from their source. These radiative losses imply that the near-zone physics cannot be strictly conservative, and in the second part of the chapter we identify the radiation-reaction forces which produce the required dissipation within the system. This chapter, therefore, is all about the linkage between the near and wave zones.

Radiative losses and radiation reaction are subtle topics in general relativity, and the mathematical description of these phenomena is technically demanding. To ease our entry into this subject, in Sec. 12.1 we first review the situation in the simpler context of flatspacetime electromagnetism. We return to gravity in Sec. 12.2, in which we develop a general description of radiative losses in general relativity. This relies on two major pillars: the Landau-Lifshitz formulation of the Einstein field equations, as reviewed in Chapter 6, and a shortwave approximation, in which the gravitational potentials are expanded in powers of $\lambda_{c} / R \ll 1$; this approximation is quite independent of the post-Newtonian and post-Minkowskian expansions introduced in previous chapters. In Sec. 12.3 we apply the general formalism to slowly-moving systems, thereby incorporating a post-Newtonian expansion within the shortwave approximation. In this context the radiative losses can be computed in terms of the mass and current multipole moments of the matter distribution; at the leading order we obtain the famous quadrupole formula for the rate at which gravitational waves remove energy from the system. In Sec. 12.4 we explore a number of astrophysical implications of these radiative losses.

In Sec. 12.5 we return to the near zone and identify the gravitational potentials that are involved in the dissipative dynamics of the system; these radiation-reaction terms are seen to occur at 2.5 PN order in a post-Newtonian expansion of the potentials. We apply them to fluid dynamics in Sec. 12.6, and to the motion of an $N$-body system in Sec. 12.7. In Sec. 12.8 we simplify the description of the radiation-reaction potentials and forces by constructing transformations from the original (harmonic) spacetime coordinates to alternative coordinates; as special cases we shall encounter the Burke-Thorne and Schäfer radiation-reaction gauges. And finally, in Sec. 12.9 we analyze the equations that govern
the dissipative dynamics of a binary system of gravitating bodies, focusing on the secular changes that occur in the orbital motion.

### 12.1 Radiation reaction in electromagnetism

Before we mount our direct attack on radiative losses and radiation reaction in gravitating systems, we take a moment to explore these themes in the simpler context of electromagnetism. To keep the discussion as simple as possible we ignore gravity entirely (so that the spacetime is flat), and we assume that the motion of the charged bodies is slow. This restricted situation is sufficient for our purposes: it features all of the essential physics that we shall encounter in the gravitational case, and this physics can be explored without the conceptual and technical difficulties that appear in the gravitational case. We shall describe the major differences between the two cases at the end of this section.

### 12.1.1 System of charged bodies

As in Chapter 9 we examine a system of well-separated bodies moving under the influence of their mutual interactions; each body consists of a perfect fluid described by its mass density $\rho$, pressure $p$, and velocity field $\boldsymbol{v}$. What is new here is that each body also possesses a charge distribution described by a charge density $\rho_{e}$ and a current density $\boldsymbol{j}_{e}=\rho_{e} \boldsymbol{v}$, and that the interaction between bodies is mediated by electromagnetism instead of gravity.

Once more we work in terms of the center-of-mass variables that were first introduced in Sec. 1.6.5. The mass of body $A$ is $m_{A}:=\int_{A} \rho d^{3} x$, and its center-of-mass is situated at $\boldsymbol{r}_{A}:=m_{A}^{-1} \int_{A} \rho \boldsymbol{x} d^{3} x$. The velocity vector of body $A$ is $\boldsymbol{v}_{A}:=m_{A}^{-1} \int_{A} \rho \boldsymbol{v} d^{3} x$, and its acceleration is given by

$$
\begin{equation*}
m_{A} \boldsymbol{a}_{A}:=\int_{A} \rho \frac{d \boldsymbol{v}}{d t} d^{3} x \tag{12.1}
\end{equation*}
$$

In addition to these quantities we introduce the body's total charge

$$
\begin{equation*}
q_{A}:=\int_{A} \rho_{e} d^{3} x \tag{12.2}
\end{equation*}
$$

which we take to be non-vanishing. Each body is assumed to be reflection-symmetric about its center-of-mass, in the sense specified back in Sec. 9.1.2. And each body is assumed to be moving slowly, in the sense that $v_{A} \ll c$. This implies that the bodies are situated deep within the near zone, as was first explained back in Sec. 6.3.2.

The total dipole moment of the charge distribution plays an important role in our discussion. This vector is defined by

$$
\begin{equation*}
\boldsymbol{I}_{e}(t):=\int \rho_{e} \boldsymbol{x} d^{3} x \tag{12.3}
\end{equation*}
$$

and the continuity equation $\partial_{t} \rho_{e}+\nabla \cdot \boldsymbol{j}_{e}=0$ ensures that its time derivative is given by

$$
\begin{equation*}
\dot{\boldsymbol{I}}_{e}=\int \boldsymbol{j}_{e} d^{3} x \tag{12.4}
\end{equation*}
$$

The total dipole moment can also be expressed as $\boldsymbol{I}_{e}=\sum_{A} \int_{A} \rho_{e}\left(\boldsymbol{r}_{A}+\overline{\boldsymbol{x}}\right) d^{3} \bar{x}$, with $\overline{\boldsymbol{x}}$ denoting the position of a fluid element relative to the center-of-mass of each body. Integration of $\rho_{e} \overline{\boldsymbol{x}}$ produces zero when the charge distribution is reflection-symmetric about the center-of-mass, and under these circumstances we obtain the simple expression

$$
\begin{equation*}
\boldsymbol{I}_{e}=\sum_{A} q_{A} \boldsymbol{r}_{A} \tag{12.5}
\end{equation*}
$$

for the total dipole moment.
The equations that govern the coupled dynamics of the bodies and their electromagnetic field consist of Maxwell's equations

$$
\begin{align*}
\nabla \cdot \boldsymbol{E} & =\frac{1}{\epsilon_{0}} \rho_{e}  \tag{12.6a}\\
\nabla \cdot \boldsymbol{B} & =0  \tag{12.6b}\\
\nabla \times \boldsymbol{E} & =-\frac{\partial \boldsymbol{B}}{\partial t}  \tag{12.6c}\\
\nabla \times \boldsymbol{B} & =\mu_{0} \boldsymbol{j}_{e}+\epsilon_{0} \mu_{0} \frac{\partial \boldsymbol{E}}{\partial t} \tag{12.6d}
\end{align*}
$$

in which $\boldsymbol{E}$ is the electric field and $\boldsymbol{B}$ the magnetic field, and the generalization of Euler's equation given by

$$
\begin{equation*}
\rho \frac{d \boldsymbol{v}}{d t}=-\nabla p+\rho_{e}(\boldsymbol{E}+\boldsymbol{v} \times \boldsymbol{B}) \tag{12.7}
\end{equation*}
$$

The coupling constants $\epsilon_{0}$ and $\mu_{0}$ are related to the speed of light by $\epsilon_{0} \mu_{0}=c^{-2}$.
Substitution of Eq. (12.7) into Eq. (12.1) yields

$$
\begin{equation*}
m_{A} \boldsymbol{a}_{A}=\int_{A} \rho_{e} \boldsymbol{E} d^{3} x+\int_{A} \rho_{e} \boldsymbol{v} \times \boldsymbol{B} d^{3} x \tag{12.8}
\end{equation*}
$$

Our first task in this section is to evaluate the right-hand side of Eq. (12.8) to leading order in an expansion in powers of $v_{A} / c$, which we shall refer to a "post-Coulombian expansion," in an obvious analogy with the post-Newtonian expansions of preceding chapters. The answer, of course, is the well known Coulomb law, given by Eq. (12.18) below. We shall, nevertheless, provide a fairly detailed derivation of this equation, because this allows us to establish a number of results used in the derivation of the radiation-reaction force in Sec. 12.1.4.

### 12.1.2 Motion of charged bodies

To obtain $\boldsymbol{a}_{A}$ we must first compute the fields $\boldsymbol{E}$ and $\boldsymbol{B}$, and this requires integration of Maxwell's equations. The homogeneous equations are solved automatically when we
express the fields as

$$
\begin{equation*}
\boldsymbol{E}=-\frac{\partial \boldsymbol{A}}{\partial t}-\nabla \Phi, \quad \boldsymbol{B}=\nabla \times \boldsymbol{A} \tag{12.9}
\end{equation*}
$$

in terms of a vector potential $\boldsymbol{A}$ and a scalar potential $\Phi$. The potentials can be freely altered by a gauge transformation of the form $\Phi \rightarrow \Phi-\partial_{t} \chi, \boldsymbol{A} \rightarrow \boldsymbol{A}+\nabla \chi$, in which $\chi$ is an arbitrary scalar function; the transformation leaves the fields unchanged. The gauge freedom can be exploited to enforce the Lorenz gauge condition

$$
\begin{equation*}
\nabla \cdot \boldsymbol{A}+\frac{1}{c^{2}} \frac{\partial \Phi}{\partial t}=0 \tag{12.10}
\end{equation*}
$$

and in this gauge the inhomogeneous Maxwell equations reduce to the wave equations

$$
\begin{equation*}
\square \Phi=-4 \pi \kappa \rho_{e}, \quad \square \boldsymbol{A}=-\frac{4 \pi \kappa}{c^{2}} \boldsymbol{j}_{e} \tag{12.11}
\end{equation*}
$$

for the potentials; here $\kappa:=\left(4 \pi \epsilon_{0}\right)^{-1}$.
The solutions to the wave equations are

$$
\begin{align*}
& \Phi(t, \boldsymbol{x})=\kappa \int \frac{\rho_{e}\left(t-\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right| / c, \boldsymbol{x}^{\prime}\right)}{\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right|} d^{3} x^{\prime}  \tag{12.12a}\\
& A(t, \boldsymbol{x})=\frac{\kappa}{c^{2}} \int \frac{\boldsymbol{j}_{e}\left(t-\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right| / c, \boldsymbol{x}^{\prime}\right)}{\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right|} d^{3} x^{\prime} \tag{12.12b}
\end{align*}
$$

in which the integration domains are limited to the volume occupied by the charge distribution. Techniques to evaluate such retarded integrals in the near zone were developed in Sec. 6.3.4. The main strategy is to express the delayed time dependence of each source function as a Taylor expansion about the current time $t$. For example, we express the charge density $\rho_{e}$ as

$$
\begin{align*}
\rho_{e}\left(t-\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right| / c\right)= & \rho_{e}-\frac{1}{c}\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right| \frac{\partial \rho_{e}}{\partial t}+\frac{1}{2 c^{2}}\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right|^{2} \frac{\partial^{2} \rho_{e}}{\partial t^{2}} \\
& -\frac{1}{6 c^{3}}\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right|^{3} \frac{\partial^{3} \rho_{e}}{\partial t^{3}}+O\left(c^{-4}\right) \tag{12.13}
\end{align*}
$$

in which each term on the right-hand side is evaluated at time $t$; the slow-motion condition ensures that each term is smaller than the preceding one by a factor of order $v_{A} / c$.

To leading order in a post-Coulombian expansion ( 0 PC order), the scalar potential is given by $\Phi=U_{e}+O\left(c^{-2}\right)$, where

$$
\begin{equation*}
U_{e}(t, \boldsymbol{x})=\kappa \int \frac{\rho_{e}\left(t, \boldsymbol{x}^{\prime}\right)}{\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right|} d^{3} x^{\prime} \tag{12.14}
\end{equation*}
$$

is an instantaneous potential of a sort encountered before in the context of Newtonian and post-Newtonian gravity. It is easy to show that the term of order $c^{-1}$ in $\Phi$ vanishes by virtue of charge conservation. The corresponding expression for the vector potential is of order $c^{-2}$ and makes no leading-order contribution to the equations of motion; it participates at 1PC order, along with the neglected terms of order $c^{-2}$ in $\Phi$.

Substitution of the potentials into Eq. (12.9), and these fields into Eq. (12.8), produces

$$
\begin{equation*}
m_{A} a_{A}^{j}=-\int_{A} \rho_{e} \partial_{j} U_{e} d^{3} x^{\prime}+O\left(c^{-2}\right) \tag{12.15}
\end{equation*}
$$

an expression that is familiar from Newtonian gravity. As in Chapters 1 and 9 the potential can be decomposed as $U_{e}=U_{e, A}+U_{e, \neg A}$, in terms of a piece $U_{e, A}$ sourced by body $A$ and an external piece $U_{e, \neg A}$ sourced by the remaining bodies. As before the body's self-field does not contribute to the force, and the external potential can be expressed as a Taylor expansion about the center-of-mass $\boldsymbol{r}_{A}$ - refer to Eq. (9.89). Our assumption that the bodies are well separated allows us to retain only the leading term in this expansion, and we arrive at

$$
\begin{equation*}
m_{A} a_{A}^{j}=-q_{A} \partial_{j} U_{e, \neg A}\left(t, \boldsymbol{r}_{A}\right)+O\left(c^{-2}\right) \tag{12.16}
\end{equation*}
$$

In addition to the post-Coulombian corrections of order $c^{-2}$, this expression for the force neglects terms that are smaller by a factor of order $\left(R_{A} / r_{A B}\right)^{2} \ll 1$, in which $R_{A}$ is the size of body $A$ while $r_{A B}$ is the typical inter-body distance.

The remaining steps are also familiar from Chapters 1 and 9 . We differentiate the external potential, evaluate the result at $\boldsymbol{x}=\boldsymbol{r}_{A}$, and take the limit of well-separated bodies. We arrive at

$$
\begin{equation*}
\partial_{j} U_{e, \neg A}\left(t, \boldsymbol{r}_{A}\right)=-\sum_{B \neq A} \kappa q_{B} \frac{n_{A B}^{j}}{r_{A B}^{2}}, \tag{12.17}
\end{equation*}
$$

where $\boldsymbol{n}_{A B}:=\left(\boldsymbol{r}_{A}-\boldsymbol{r}_{B}\right) /\left|\boldsymbol{r}_{A}-\boldsymbol{r}_{B}\right|$ is a unit vector that points from body $B$ to body $A$, and $r_{A B}:=\left|\boldsymbol{r}_{A}-\boldsymbol{r}_{B}\right|$. Our final expression for the force acting on body $A$ is then

$$
\begin{equation*}
m_{A} \boldsymbol{a}_{A}=\sum_{B \neq A} \frac{\kappa q_{A} q_{B}}{r_{A B}^{2}} \boldsymbol{n}_{A B}+O\left(c^{-2}\right), \tag{12.18}
\end{equation*}
$$

a result that can be obtained directly from Newtonian gravity by making the replacements $G \rightarrow \kappa, m_{A} \rightarrow-q_{A}$ (on the right-hand side of the equation only), and $m_{B} \rightarrow q_{B}$. Slowmotion electromagnetism, like slow-motion gravity, is characterized by a force that is inversely proportional to the squared distance. The main difference concerns the product of charges: while $m_{A} m_{B}$ is necessarily positive in gravity, $q_{A} q_{B}$ can be of either sign in electromagnetism; the force can be repulsive as well as attractive.

The (mechanical plus field) energy of the system of charged bodies is given by

$$
\begin{equation*}
E=\sum_{A} \frac{1}{2} m_{A} v_{A}^{2}+\sum_{A} \sum_{B \neq A} \frac{\kappa q_{A} q_{B}}{2 r_{A B}}+O\left(c^{-2}\right) \tag{12.19}
\end{equation*}
$$

and it is easy to show that the motion keeps the energy constant: $d E / d t=0$. The slowmotion dynamics of charged bodies is conservative.

### 12.1.3 Radiative losses

The system, however, is known to emit electromagnetic waves, and the radiation takes energy away from the system. The rate at which it does so, to leading order in a
post-Coulombian expansion of the radiation, is given by the electric dipole formula,

$$
\begin{equation*}
\mathcal{P}=\frac{2 \kappa}{3 c^{3}}\left|\ddot{\boldsymbol{I}}_{e}\right|^{2}+O\left(c^{-5}\right) \tag{12.20}
\end{equation*}
$$

in which $\mathcal{P}$ is the total energy radiated per unit time, and $\ddot{\boldsymbol{I}}_{e}$ is the electric dipole moment of Eq. (12.5) differentiated twice with respect to time. The terms of order $c^{-5}$ in Eq. (12.20) are produced by changes in the magnetic dipole moment and electric quadrupole moment of the charge distribution; higher-order terms are produced by changes in higher-order multipole moments. For a system consisting of a single charged body moving on an accelerated trajectory, we have $\ddot{\boldsymbol{I}}_{e}=q \boldsymbol{a}$, where $\boldsymbol{a}$ is the acceleration, and this yields the well-known Larmor formula $\mathcal{P}=\left(2 \kappa q^{2} / 3 c^{2}\right)|\boldsymbol{a}|^{2}$.

The radiative losses described by the electric dipole formula are not accounted for in the conservative dynamics described in the preceding subsection. We should expect, however, that a more accurate treatment of the equations of motion would convert the statement $d E / d t=0$ into something like $d E / d t=-\mathcal{P}$, which properly expresses conservation of total (mechanical plus field plus radiation) energy in the presence of dissipation. This is our second main task in this section: To identify the radiation-reaction terms in the equations of motion, and to show that these produce (something like) the expected energy-balance equation. The change in the system's energy will correspond to the rate at which the radiation-reaction forces do work on the bodies. This is expressed mathematically by

$$
\begin{equation*}
\frac{d E}{d t}=\sum_{A} \boldsymbol{F}_{A}[\mathrm{rr}] \cdot \boldsymbol{v}_{A} \tag{12.21}
\end{equation*}
$$

in which $\boldsymbol{F}_{A}[\mathrm{rr}]$ is the radiation-reaction force acting on body $A$.

### 12.1.4 Radiation reaction

Because the radiated power $\mathcal{P}$ scales as $c^{-3}$ to leading order in a post-Coulombian expansion, our improved treatment of the equations of motion must include terms of order $c^{-3}$ in order to account for radiation-reaction effects. A systematic post-Coulombian expansion of the equations of motion would therefore commence with Eq. (12.18) at leading order, then incorporate 1 PC terms at order $c^{-2}, 1.5 \mathrm{PC}$ terms at order $c^{-3}, 2 \mathrm{PC}$ terms at order $c^{-4}$, and so on. Here we shall jump directly from 0 pc order to 1.5 PC order, and bypass the additional conservative terms that appear at 1 PC order; we shall not pursue the post-Coulombian expansion beyond this point.

That radiation-reaction terms should appear in the equations of motion with an odd power of $c^{-1}$ reflects a deep fact about radiating systems, that they necessarily break the time-reversal invariance of the underlying theory. Here the radiation is electromagnetic in nature, and the theory is Maxwell's electrodynamics. Later in the chapter the radiation is gravitational in nature, and the theory is Einstein's general relativity. In each case the fundamental theory is time-reversal invariant, but the selected solutions specify a direction for the arrow of time.

In the present context the choice of direction was made in Eqs. (12.12), when we selected the retarded solutions to the wave equations satisfied by the potentials. This choice is
physically well motivated: it produces fields that are causally related to the source (the field now depends on the past behavior of the source), it produces waves that are propagating outward, and it produces a transfer of energy away from the source. But to select the retarded solutions is a choice nevertheless, and this choice is not dictated by the fundamental equations of Maxwell's theory. We could easily make a different choice and adopt instead the advanced solutions to the wave equations. This would produce fields that are in an anti-causal relation with the source (the field now would depend on the future behavior of the source), radiation that is propagating inward, and a transfer of energy towards the source. In terms of radiation reaction, the advanced solutions would give rise to an equation of the form $d E / d t=+\mathcal{P}$ instead of the expected $d E / d t=-\mathcal{P}$, and this would express the (unphysical) fact that the incoming radiation brings energy to the system. And because $d E / d t$ is related to the radiation-reaction force by Eq. (12.21), we see that the switch from retarded to advanced solutions changes the sign of $\boldsymbol{F}_{A}^{\mathrm{rr}}$.

These considerations lead directly to the expectation that the radiation-reaction force should involve odd powers of $c^{-1}$ only, because an advanced solution to the wave equation can be obtained from a retarded solution by making the substitution $c \rightarrow-c$. Such a change in the sign of $c$ turns outgoing waves into incoming waves, turns the flow of energy from outward to inward, and changes the sign of the radiation-reaction force. All terms that come with odd powers of $c^{-1}$ in the potentials $\Phi$ and $\boldsymbol{A}$ therefore contribute to the radiation-reaction force; terms that come with even powers of $c^{-1}$ do not change sign under the substitution $c \rightarrow-c$, and these give rise to the purely conservative part of the force. To leading order in a post-Coulombian expansion, the radiation-reaction force comes from terms that scale as $c^{-3}$ in $\Phi$ and $\boldsymbol{A}$.

To obtain the radiation-reaction piece of $\Phi$ we return to Eq. (12.13), pluck out the term of order $c^{-3}$, and insert it within Eq. (12.12). Proceeding similarly with $\boldsymbol{A}$, we get

$$
\begin{align*}
& \Phi_{\mathrm{rr}}=-\frac{\kappa}{6 c^{3}} \frac{\partial^{3}}{\partial t^{3}} \int \rho_{e}\left(t, \boldsymbol{x}^{\prime}\right)\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right|^{2} d^{3} x^{\prime}+O\left(c^{-5}\right)  \tag{12.22a}\\
& \boldsymbol{A}_{\mathrm{rr}}=-\frac{\kappa}{c^{3}} \frac{d}{d t} \int \boldsymbol{j}_{e}\left(t, \boldsymbol{x}^{\prime}\right) d^{3} x^{\prime}+O\left(c^{-5}\right) \tag{12.22b}
\end{align*}
$$

Further manipulations using Eqs. (12.3) and (12.4) reveal that the radiation-reaction potentials are given by

$$
\begin{align*}
\Phi_{\mathrm{rr}} & =\frac{\kappa}{6 c^{3}}\left(2 \boldsymbol{x} \cdot \dddot{\boldsymbol{I}}_{e}-\dddot{I}_{e}^{k k}\right)+O\left(c^{-5}\right),  \tag{12.23a}\\
\boldsymbol{A}_{\mathrm{rr}} & =-\frac{\kappa}{c^{3}} \ddot{\boldsymbol{I}}_{e}+O\left(c^{-5}\right), \tag{12.23b}
\end{align*}
$$

where $I_{e}^{k k}:=\int \rho_{e} r^{2} d^{3} x$ is the trace of the quadrupole-moment tensor of the charge distribution. In the scalar potential the electric dipole moment $\boldsymbol{I}_{e}$ is differentiated three times with respect to $t$; in the vector potential it is differentiated twice.

The radiation-reaction fields are obtained by inserting the potentials within Eq. (12.9). This yields

$$
\begin{equation*}
\boldsymbol{E}_{\mathrm{rr}}=\frac{2 \kappa}{3 c^{3}} \dddot{\boldsymbol{I}}_{e}+O\left(c^{-5}\right), \quad \boldsymbol{B}_{\mathrm{rr}}=O\left(c^{-5}\right) \tag{12.24}
\end{equation*}
$$

We see that the magnetic field vanishes at leading order, and that the electric field depends on $t$ only; it is uniform within the distribution of charge. Substitution of the fields into Eq. (12.8) produces

$$
\begin{equation*}
\boldsymbol{F}_{A}[\mathrm{rr}]=\frac{2 \kappa}{3 c^{3}} q_{A} \dddot{\boldsymbol{I}}_{e}+O\left(c^{-5}\right) \tag{12.25}
\end{equation*}
$$

This is the radiation-reaction force acting on body $A$.

### 12.1.5 Energy balance

The total energy of the system is given by Eq. (12.19), and differentiation of the right-hand side with respect to $t$ gives rise to Eq. (12.21), noting that the work done by the conservative piece of the force accounts for the changes in the system's potential energy. Substitution of Eq. (12.25) produces

$$
\begin{equation*}
\frac{d E}{d t}=\frac{2 \kappa}{3 c^{3}} \dddot{I}_{e} \cdot \sum_{A} q_{A} \boldsymbol{v}_{A}=\frac{2 \kappa}{3 c^{3}} \dddot{\boldsymbol{I}}_{e} \cdot \dot{\boldsymbol{I}}_{e}, \tag{12.26}
\end{equation*}
$$

where we have made use of Eq. (12.5). This can also be expressed as

$$
\begin{equation*}
\frac{d E}{d t}=\frac{d}{d t}\left(\frac{2 \kappa}{3 c^{3}} \ddot{\boldsymbol{I}}_{e} \cdot \dot{\boldsymbol{I}}_{e}\right)-\frac{2 \kappa}{3 c^{3}}\left|\ddot{\boldsymbol{I}}_{e}\right|^{2} \tag{12.27}
\end{equation*}
$$

by transferring a time derivative from one dipole moment to the other. This, finally, we write in the form

$$
\begin{equation*}
\frac{d E}{d t}=-\frac{d E^{\prime}}{d t}-\mathcal{P} \tag{12.28}
\end{equation*}
$$

where

$$
\begin{equation*}
E^{\prime}:=-\frac{2 \kappa}{3 c^{3}} \ddot{\boldsymbol{I}}_{e} \cdot \dot{\boldsymbol{I}}_{e} \tag{12.29}
\end{equation*}
$$

has the dimension of an energy, and $\mathcal{P}$ is the radiated power of Eq. (12.20).
Equation (12.28) is our statement of energy balance, the expression of conservation of total (mechanical plus field plus radiation) energy. We see, however, that the statement is not quite the expected $d E / d t=-\mathcal{P}$; the additional term $-d E^{\prime} / d t$ requires an interpretation.

The statement of Eq. (12.28) forces us to recognize that the exchange of energy between the charged bodies and the electromagnetic field may take different forms. First, the kinetic energy of the bodies may change, and so can the system's potential energy, as defined by the second term on the right-hand side of Eq. (12.19); these changes are accounted for by the term $d E / d t$ in Eq. (12.28). Second, part of the system's energy is converted into radiation, which propagates outward and irreversibly leaves the system; this is described by the term $-\mathcal{P}$ in Eq. (12.28). But potential energy and radiation are not the only relevant forms of field energy; there is also a form that stays bound to the system and is reversibly exchanged between the electromagnetic field and the charged bodies. This is what is described by $E^{\prime}$, as defined by Eq. (12.29). Equation (12.28) therefore describes an exchange between all relevant forms of energy: kinetic, potential, radiation, and bound field energy.

There are ways by which the statement of Eq. (12.28) can be simplified and turned into the expected $d E / d t=-\mathcal{P}$. One way is to assume that the conservative motion is periodic, or that it begins and ends in a static state, and to average Eq. (12.28) over time. This produces a coarse-grained statement of energy balance,

$$
\begin{equation*}
\langle d E / d t\rangle=-\langle\mathcal{P}\rangle \tag{12.30}
\end{equation*}
$$

The contribution from $d E^{\prime} / d t$ no longer appears, because its average is proportional to the total change in $E^{\prime}$ over the time interval, and this vanishes at order $c^{-3}$ under the stated conditions. Another way is to modify the definition of the system's total energy so that it now includes the bound field energy $E^{\prime}$. The redefinition $E \rightarrow E+E^{\prime}$ obviously turns Eq. (12.28) into the simpler statement $d E / d t=-\mathcal{P}$.

## Box 12.1 Redefining the energy

The reader might feel that it is inappropriate to redefine the energy $E$ for the sole purpose of obtaining a desired statement of energy balance. We wish to reassure the reader: there was nothing sacred about the initial definition of the system's energy, and a redefinition can be entirely appropriate. It is helpful to recall that the energy is not some rigid quantity defined a priori, but that its definition is provided by the dynamics of the mechanical system. For a conservative system, it is whatever function of the positions and velocities that happens to be conserved. Because the zero point of energy is not fixed (at least at the non-quantum level), the definition is not even unique.

Energy is not even conserved for radiative systems, and its definition is even more ambiguous. A good definition of energy would be one that is approximately constant when the radiation can be ignored, and one that accurately reflects the long-term behavior of the system under the damping effects of the radiation leaving the system. The short-term behavior reveals fluctuations caused by a reversible transfer of energy between the system and the field, and an ambiguity arises because it is impossible to decompose the field energy into a piece that is unambiguously associated with the reversible transfer, and another piece that is unambiguously associated with the radiation. The ambiguity, however, is largely irrelevant when the fluctuations are small compared with the dominant contribution to the energy, which is approximately conserved in the short term.

In the electromagnetic case examined here, the Coulombian energy $E$ is of order $m v^{2} \sim \kappa q^{2} / r$, and the field energy $E^{\prime}$ can be seen from Eq. (12.29) to be of order $\kappa^{2} q^{4} v /\left(m c^{3} r^{2}\right) \sim E(v / c)^{3}$. This is a small correction that leads to a small ambiguity.

These remarks apply to any dissipative system. They keep their relevance when we turn to gravity, and establish an equivalence between the work done by the radiation-reaction forces and the energy carried away by gravitational waves.

### 12.1.6 Looking ahead: gravity

The remainder of this chapter is devoted to a discussion of radiative losses and radiation reaction in the context of gravity. The conservative dynamics of fluids and bodies moving under a mutual gravitational attraction was explored in Chapters 8, 9, and 10, where the
equations of motion were obtained accurately through the first post-Newtonian order. The gravitational waves emitted by these bodies were examined in Chapter 11, and our first order of business in this chapter (Sec. 12.2) is to calculate the rates at which the waves transport energy, linear momentum, and angular momentum away from the system. In the case of radiated energy, we shall derive (Sec. 12.3) the famous quadrupole formula, the gravitational analogue of Eq. (12.20); because there is no dipole radiation in general relativity, the radiated power $\mathcal{P}$ must involve the quadrupole-moment tensor of the mass distribution. Astrophysical consequences of radiative losses are explored in Sec. 12.4. We then (Sec. 12.5) obtain the gravitational potentials - analogous to those of Eqs. (12.23) that give rise to the gravitational radiation-reaction force, which is computed and applied in Secs. 12.6 through 12.9.

The treatment of the gravitational case involves computations that are much more challenging than those reviewed in this section. The reason for this is two-fold. First, general relativity, even in its weak-field and slow-motion formulation, is intrinsically more complicated than Maxwell's electrodynamics. And second, the absence of dipole radiation implies that the radiated power scales as $c^{-5}$ instead of $c^{-3}$, which was the scaling observed in electromagnetism. This implies that the radiation-reaction terms in the equations of motion will appear at order $c^{-5}$ in a post-Newtonian expansion, an order that is far removed from the $c^{-2}$ order that was achieved back in Chapter 9. In terms of the usual post-Newtonian counting, we are looking for terms of 2.5 PN order in the equations of motion, while the results obtained in Chapter 9 are accurate only through 1pN order. A systematic treatment of the equations of motion to this order of accuracy would have to provide conservative terms at 2 PN order in addition to the desired terms at 2.5 PN order. It is a fortunate circumstance, however, that the derivation of the radiation-reaction terms at 2.5 PN order is insensitive to the details that appear at 2 PN order. We may, therefore, bypass the 2 PN terms entirely, and jump directly to the radiation-reaction terms that actually interest us. This is analogous to what was observed in the electromagnetic case: the radiationreaction terms at order $c^{-3}$ could be derived independently of the conservative corrections at order $c^{-2}$.

The difficulties associated with radiative losses and radiation reaction in gravity are not just technical in nature. There are also conceptual issues that arise as a consequence of the principle of equivalence. Consider a freely-moving observer in spacetime. As was discussed at length in Chapter 5, such an observer moves without ever noticing a local gravitational field, and would therefore assign a zero value to any proposed measure of gravitational energy flux. This is quite unlike the value that he would assign to the Poynting vector $\mu_{0}^{-1} \boldsymbol{E} \times \boldsymbol{B}$, which measures the flux of electromagnetic energy. Given, then, that the principle of equivalence forbids the very existence of a "gravitational Poynting vector," how is one to calculate the total radiated power $\mathcal{P}$ ? In electromagnetism one simply integrates the normal component of the Poynting vector over a spherical surface situated in the wave zone, and the result is the electric-dipole formula of Eq. (12.20). A corresponding recipe is harder to identify in general relativity, and any proposed recipe must be handled with care in light of the principle of equivalence. That systems of moving bodies governed by gravitational interactions must lose energy to gravitational radiation is, however, very clear on physical grounds.

### 12.2 Radiative losses in gravitating systems

Our main task in this section is to establish the validity of balance equations for energy, momentum, and angular momentum, and to find expressions for the rates at which gravitational waves carry energy, momentum, and angular momentum away from their source. We pursue a dual goal: to provide a sound foundation for a discussion of radiative losses, and to develop a practical formalism to calculate these losses.

### 12.2.1 Balance equations

Our description of radiative losses in gravitating systems relies on the Landau-Lifshitz formulation of the Einstein field equations reviewed in Sec. 6.1; in particular, it relies on the conservation identities derived in Sec. 6.1.3. These consist of balance equations involving the energy, linear momentum, and angular momentum of the gravitating system. The energy-balance equation was first displayed in Eq. (6.30), which we copy here as

$$
\begin{equation*}
\frac{d E}{d t}=-\mathcal{P} \tag{12.31}
\end{equation*}
$$

where $E=M c^{2}$ is the total energy contained in the system, as defined by Eq. (6.36), while

$$
\begin{equation*}
\mathcal{P}:=c \oint_{\infty}(-g) t_{\mathrm{LL}}^{0 k} d S_{k} \tag{12.32}
\end{equation*}
$$

is the rate at which gravitational waves remove energy from the system. The momentumbalance equation was first displayed in Eq. (6.31), which we copy as

$$
\begin{equation*}
\frac{d P^{j}}{d t}=-\mathcal{F}^{j} \tag{12.33}
\end{equation*}
$$

where $P^{j}$ is the total momentum of the system, as defined by Eq. (6.37), while

$$
\begin{equation*}
\mathcal{F}^{j}:=\oint_{\infty}(-g) t_{\mathrm{LL}}^{j k} d S_{k} \tag{12.34}
\end{equation*}
$$

is the rate at which gravitational waves remove (linear) momentum from the system. And finally, the statement of conservation of angular momentum is

$$
\begin{equation*}
\frac{d J^{j k}}{d t}=-\mathcal{T}^{j k} \tag{12.35}
\end{equation*}
$$

where $J^{j k}$ is the total angular-momentum tensor, as defined by Eq. (6.38), while

$$
\begin{equation*}
\mathcal{T}^{j k}:=\oint_{\infty}\left[x^{j}(-g) t_{\mathrm{LL}}^{k n}-x^{k}(-g) t_{\mathrm{LL}}^{j n}\right] d S_{n} \tag{12.36}
\end{equation*}
$$

is the rate at which gravitational waves remove angular momentum from the system; Eq. (12.35) is a re-statement of Eq. (6.34). The angular-momentum vector is given by $J^{j}=\frac{1}{2} \epsilon^{j}{ }_{p q} J^{p q}$, and we may define a "gravitational-wave torque vector" by $\mathcal{T}^{j}:=\frac{1}{2} \epsilon^{j}{ }_{p q} \mathcal{T}^{p q}$, so that $d J^{j} / d t=-\mathcal{T}^{j}$. In these equations, $t_{\mathrm{LL}}^{\alpha \beta}$ is the Landau-Lifshitz pseudotensor of Eq. (6.5). The surface integrals are evaluated in the limit $R \rightarrow \infty$, and $d S_{j}=R^{2} N_{j} d \Omega$
is an outward-directed surface element; we use the notation of Chapter 11, with $R:=|\boldsymbol{x}|$, $\boldsymbol{N}:=\boldsymbol{x} / R$, and $d \Omega$ is an element of solid angle in the direction of the unit vector $\boldsymbol{N}$.

The Landau-Lifshitz formulation of the Einstein field equations supplies a sound foundation for a description of radiative losses because it achieves three essential goals: first, it provides expressions for the radiative fluxes $\mathcal{P}, \mathcal{F}^{j}$, and $\mathcal{T}^{j k}$; second, it provides definitions for the total energy $E$, total momentum $P^{j}$, and total angular momentum $J^{j k}$; and third, it establishes precise balance equations that describe how $E, P^{j}$, and $J^{j k}$ change as a result of gravitational-wave emissions. It should be pointed out that this formulation is not unique: a different formulation of the Einstein field equations, based on other variables, other coordinate systems, and a different choice of pseudotensors, may well produce different definitions for $E, P^{j}$, and $J^{j k}$, and different expressions for $\mathcal{P}, \mathcal{F}^{j}$, and $\mathcal{T}^{j k}$. These differences are of no concern, however, so long as the proposed definitions for $E, P^{j}$, and $J^{j k}$ are physically sensible. As we have seen previously in Secs. 7.3.2, 8.4.5, and 8.4.6, the Landau-Lifshitz definitions, when implemented within post-Minkowskian theory or post-Newtonian theory, are physically sensible.

### 12.2.2 The shortwave approximation

We begin by evaluating the gravitational-wave fluxes $\mathcal{P}, \mathcal{F}^{j}$, and $\mathcal{T}^{j k}$. We wish to do so in a framework that is broader than, but includes, the post-Minkowskian approximation formulated in Chapters 6 and 7. The post-Minkowskian approximation is based on an expansion of the gravitational potentials $h^{\alpha \beta}$ in powers of the gravitational constant $G$. Our approach here is distinct, and our expressions will be accurate to all orders in $G$. Our approach is based on a different type of approximation, which, following Misner, Thorne, and Wheeler (1973), we term shortwave approximation. It relies on the fact that we are interested in the gravitational potentials in the far-away wave zone, as introduced in Sec. 11.1.1. In this region of spacetime $R$ is much larger than $\lambda_{c}$, the characteristic wavelength of the gravitational radiation, and we exploit this fact by using $\lambda_{c} / R \ll 1$ as an expansion parameter. The shortwave approximation has already been invoked within the context of post-Minkowskian theory in Chapter 7, refer to Box 7.7, and it has also been invoked independently of the post-Minkowskian approximation back in Sec. 11.1. In this subsection we develop it more systematically.

The shortwave approximation is based on an expansion of the gravitational potentials in powers of $\lambda_{c} / R$, where $R:=|\boldsymbol{x}|$ is the distance to the system's center-of-mass. We write

$$
\begin{equation*}
h^{\alpha \beta}=\left(\lambda_{c} / R\right) f_{1}^{\alpha \beta}+\left(\lambda_{c} / R\right)^{2} f_{2}^{\alpha \beta}+\cdots, \tag{12.37}
\end{equation*}
$$

in which $f_{n}^{\alpha \beta}$ is assumed to be a function of retarded time $\tau:=t-R / c$ and the angles contained in the unit vector $\boldsymbol{N}:=\boldsymbol{x} / R$. In Sec. 11.1 the shortwave expansion was truncated at leading order; here we keep track of higher-order terms, because they are needed in our computation of the angular-momentum flux $\mathcal{T}^{j k}$. As was pointed out previously, each $f_{n}^{\alpha \beta}$ can be considered to be accurate to all orders in the gravitational constant $G$. A refined formulation of the approximation would involve the insertion of $\ln R$ terms in Eq. (12.37) to accommodate the presence of wave tails in the gravitational potentials, refer to Sec. 11.3.7.

Our considerations below are not affected by these logarithmic terms, and for simplicity we prefer to omit them from the expressions.

The assumed dependence of $f_{n}^{\alpha \beta}$ on retarded time $\tau:=t-R / c$ is motivated by the fact that according to Eq. (6.51), the gravitational potentials must satisfy a wave equation of the form $\square h^{\alpha \beta}=-\left(16 \pi G / c^{4}\right) \tau^{\alpha \beta}$, where $\tau^{\alpha \beta}$ is the effective energy-momentum pseudotensor of Eq. (6.52). By virtue of the scaling of $h^{\alpha \beta}$ with $\lambda_{c} / R, \tau^{\alpha \beta}$ is guaranteed to be of order $\left(\lambda_{c} / R\right)^{2}$, and this implies that the time dependence of $f_{1}^{\alpha \beta}$ must be contained in the combination $t-R / c$. The same dependence is then fed into the remaining terms in the expansion. These considerations rely on the fact that the gravitational potentials are taken to satisfy the harmonic gauge condition of Eq. (6.49), $\partial_{\beta} h^{\alpha \beta}=0$.

Differentiation of the potentials is facilitated by employing the identities $\partial_{j} R=N_{j}$ and $\partial_{j} N_{k}=P_{j k} / R$, where $P_{j k}:=\delta_{j k}-N_{j} N_{k}$. Recalling that $x^{0}=c t$ and using these differentiation rules, we obtain

$$
\begin{align*}
c \partial_{0} h^{\alpha \beta}= & \left(\lambda_{c} / R\right) \partial_{\tau} f_{1}^{\alpha \beta}+\left(\lambda_{c} / R\right)^{2} \partial_{\tau} f_{2}^{\alpha \beta}+\cdots,  \tag{12.38a}\\
c \partial_{j} h^{\alpha \beta}= & -\left(\lambda_{c} / R\right) N_{j} \partial_{\tau} f_{1}^{\alpha \beta} \\
& -\left(\lambda_{c} / R\right)^{2}\left(N_{j} \partial_{\tau} f_{2}^{\alpha \beta}+\frac{c}{\lambda_{c}} N_{j} f_{1}^{\alpha \beta}-\frac{c}{\lambda_{c}} P_{j}^{k} \frac{\partial f_{1}^{\alpha \beta}}{\partial N^{k}}\right)+\cdots \tag{12.38b}
\end{align*}
$$

The expansion of $c \partial_{j} h^{\alpha \beta}$ contains a number of contributions at second order. It is easy to see that the term involving $f_{2}^{\alpha \beta}$ is smaller than the leading term by a factor of order $\lambda_{c} / R \ll 1$. The terms involving $f_{1}^{\alpha \beta}$ are multiplied by $c / \lambda_{c}=1 / t_{c}$, where $t_{c}$ is the characteristic time scale associated with changes in the potentials, and $\left(c / \lambda_{c}\right) f_{1}^{\alpha \beta}$ is comparable in size to $\partial_{\tau} f_{1}^{\alpha \beta}$; these terms also are smaller than the leading term by a factor of order $\lambda_{c} / R \ll 1$.

To leading order in the shortwave approximation we can write that

$$
\begin{equation*}
\partial_{\mu} h^{\alpha \beta}=-\frac{1}{c} k_{\mu} \partial_{\tau} h^{\alpha \beta}+O\left(\lambda_{c}^{2} / R^{2}\right) \tag{12.39}
\end{equation*}
$$

in which $k_{\mu}:=(-1, N)$ is a spacetime vector that satisfies the null condition $\eta^{\mu \nu} k_{\mu} k_{\nu}=0$. At this order the only spatial dependence that matters is contained in the overall factor of $R^{-1}$ and in the proper time $\tau$; the dependence contained in the vector $N$ is subdominant, and appears at the next order.

### 12.2.3 Energy and momentum fluxes

To compute $\mathcal{P}$ and $\mathcal{F}^{j}$ we insert Eq. (12.39) within the Landau-Lifshitz pseudotensor of Eq. (6.5) and get, after much simplification,

$$
\begin{equation*}
(-g) t_{\mathrm{LL}}^{\alpha \beta}=\frac{c^{2}}{32 \pi G}\left(\partial_{\tau} h_{\mathrm{TT}}^{j k} \partial_{\tau} h_{j k}^{\mathrm{TT}}\right) k^{\alpha} k^{\beta}, \tag{12.40}
\end{equation*}
$$

where $k^{\alpha}=(1, \boldsymbol{N})$ and

$$
\begin{equation*}
h_{\mathrm{TT}}^{j k}=(\mathrm{TT})_{p q}^{j k} h^{p q}, \quad(\mathrm{TT})^{j k}{ }_{p q}:=P_{p}^{j} P_{q}^{k}-\frac{1}{2} P^{j k} P_{p q} \tag{12.41}
\end{equation*}
$$

is the transverse-tracefree piece of the gravitational potentials, as defined back in Sec. 11.1.7. This result is invariant under any gauge transformation (described in Sec. 11.1.5)
that preserves the harmonic gauge conditions $\partial_{\beta} h^{\alpha \beta}=0$. The easiest way to establish Eq. (12.40) is therefore to refine the harmonic gauge to the TT gauge of Sec. 11.1.5, in which $h^{00}=O\left(\lambda_{c}^{2} / R^{2}\right), h^{0 j}=O\left(\lambda_{c}^{2} / R^{2}\right)$, and $h^{j k}=h_{\mathrm{TT}}^{j k}+O\left(\lambda_{c}^{2} / R^{2}\right)$; the properties $N_{j} h_{\mathrm{TT}}^{j k}=0=\delta_{j k} h_{\mathrm{TT}}^{j k}$ simplify the calculations significantly.

The expression of Eq. (12.40) is valid to leading order in an expansion in powers of $\lambda_{c} / R$; it is of second order, and it neglects terms of order $\left(\lambda_{c} / R\right)^{3}$. This expression is sufficiently accurate for substitution within Eqs. (12.32) and (12.34), and we immediately obtain

$$
\begin{equation*}
\mathcal{P}=\frac{c^{3}}{32 \pi G} \int R^{2}\left(\partial_{\tau} h_{\mathrm{TT}}^{p q} \partial_{\tau} h_{p q}^{\mathrm{TT}}\right) d \Omega \tag{12.42}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{F}^{j}=\frac{c^{2}}{32 \pi G} \int R^{2} N^{j}\left(\partial_{\tau} h_{\mathrm{TT}}^{p q} \partial_{\tau} h_{p q}^{\mathrm{TT}}\right) d \Omega \tag{12.43}
\end{equation*}
$$

Because the integral is evaluated in the limit $R \rightarrow \infty$, higher-order terms in the expansion of $(-g) t_{\mathrm{LL}}^{\alpha \beta}$ do not contribute to $\mathcal{P}$ and $\mathcal{F}^{j}$. The expressions of Eqs. (12.42) and (12.43) are exact.

The energy and momentum fluxes can alternatively be expressed in terms of the gravitational-wave polarizations $h_{+}$and $h_{\times}$introduced in Sec. 11.1.7. These are defined by the decomposition

$$
\begin{equation*}
h_{\mathrm{TT}}^{j k}=h_{+}\left(\vartheta^{j} \vartheta^{k}-\varphi^{j} \varphi^{k}\right)+h_{\times}\left(\vartheta^{j} \varphi^{k}+\varphi^{j} \vartheta^{k}\right) \tag{12.44}
\end{equation*}
$$

of the TT field in terms of the transverse basis provided by the unit vectors $\vartheta:=$ $[\cos \vartheta \cos \varphi, \cos \vartheta \sin \varphi,-\sin \vartheta]$ and $\varphi:=[-\sin \varphi, \cos \varphi, 0]$; these were introduced in Eqs. (11.37) and (11.38) and they are orthogonal to $\boldsymbol{N}:=[\sin \vartheta \cos \varphi, \sin \vartheta \sin \varphi, \cos \vartheta]$. After inserting this decomposition within Eqs. (12.42) and (12.43) we obtain

$$
\begin{equation*}
\mathcal{P}=\frac{c^{3}}{16 \pi G} \int R^{2}\left[\left(\partial_{\tau} h_{+}\right)^{2}+\left(\partial_{\tau} h_{\times}\right)^{2}\right] d \Omega \tag{12.45}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{F}^{j}=\frac{c^{3}}{16 \pi G} \int R^{2} N^{j}\left[\left(\partial_{\tau} h_{+}\right)^{2}+\left(\partial_{\tau} h_{\times}\right)^{2}\right] d \Omega . \tag{12.46}
\end{equation*}
$$

These expressions, like Eqs. (12.42) and (12.43), are exact within the shortwave approximation. They are also accurate to all orders in a post-Minkowskian expansion of the potentials in powers of $G$.

### 12.2.4 Angular-momentum flux

The leading-order expression of Eq. (12.40), unfortunately, is not sufficiently accurate for insertion within Eq. (12.36). This can be seen from that fact that since $(-g) t_{\mathrm{LL}}^{j k}$ is proportional to $N^{j} N^{k}$, the integrand in Eq. (12.36) is proportional to $\left(N^{j} N^{k}-N^{k} N^{j}\right) N^{n}$ and therefore vanishes. This is actually a fortunate circumstance, because the presence of $x^{j}=R N^{j}$ within the integral implies that $\mathcal{T}^{j k}$ would otherwise diverge in the limit
$R \rightarrow \infty$. The computation of the angular-momentum flux, therefore, requires terms of order $\left(\lambda_{c} / R\right)^{3}$ in the expansion of the energy-momentum pseudotensor.

## The result

It is wise to state the final answer before we present this long calculation:

$$
\begin{equation*}
\mathfrak{T}^{j k}=\frac{c^{3}}{16 \pi G} \int R^{2}\left[h_{\mathrm{TT}}^{j p} \partial_{\tau} h_{\mathrm{TT}}^{k p}-h_{\mathrm{TT}}^{k p} \partial_{\tau} h_{\mathrm{TT}}^{j p}-\frac{1}{2} \partial_{\tau} h_{\mathrm{TT}}^{p q}\left(x^{j} \partial^{k}-x^{k} \partial^{j}\right) h_{p q}^{\mathrm{TT}}\right] d \Omega . \tag{12.47}
\end{equation*}
$$

Notice that when $x^{j} \partial^{k}-x^{k} \partial^{j}$ acts on the spatial dependence contained in $\tau:=t-R / c$ within $h_{p q}^{\mathrm{TT}}$, or on the overall $1 / R$ dependence, it produces $x^{j} N^{k}-x^{k} N^{j}$, which vanishes identically; the operation is sensitive only to the angular dependence contained in $\boldsymbol{N}$ within $h_{p q}^{\mathrm{TT}}$. In terms of the gravitational-wave polarizations we have

$$
\begin{equation*}
\mathcal{T}^{j k}=-\frac{c^{3}}{16 \pi G} \int R^{2} q^{j k} d \Omega \tag{12.48}
\end{equation*}
$$

with

$$
\begin{align*}
q^{j k}:= & \left(\partial_{\tau} h_{+}\right)\left[\left(x^{j} \partial^{k}-x^{k} \partial^{j}\right) h_{+}-2 \operatorname{cosec} \vartheta\left(e_{z}^{j} \varphi^{k}-\varphi^{j} e_{z}^{k}\right) h_{\times}\right] \\
& +\left(\partial_{\tau} h_{\times}\right)\left[\left(x^{j} \partial^{k}-x^{k} \partial^{j}\right) h_{\times}+2 \operatorname{cosec} \vartheta\left(e_{z}^{j} \varphi^{k}-\varphi^{j} e_{z}^{k}\right) h_{+}\right] \tag{12.49}
\end{align*}
$$

where $\boldsymbol{e}_{z}:=[0,0,1]$ is a constant unit vector that points in the direction of the $z$ axis, relative to which the polar angles $(\vartheta, \varphi)$ are defined. To go from Eq. (12.47) to Eq. (12.48) we had to account for the spatial dependence of the transverse basis vectors. If the polarizations are expressed as functions of $\tau, \vartheta$, and $\varphi$, then the non-vanishing components of $q^{j k}$ are given explicitly by

$$
\begin{align*}
q^{x y}= & \left(\partial_{\tau} h_{+}\right)\left(\partial_{\varphi} h_{+}\right)+\left(\partial_{\tau} h_{\times}\right)\left(\partial_{\varphi} h_{\times}\right)  \tag{12.50a}\\
q^{y z}= & \left(\partial_{\tau} h_{+}\right)\left(-\sin \varphi \partial_{\vartheta} h_{+}-\cot \vartheta \cos \varphi \partial_{\varphi} h_{+}+2 \operatorname{cosec} \vartheta \cos \varphi h_{\times}\right) \\
& +\left(\partial_{\tau} h_{\times}\right)\left(-\sin \varphi \partial_{\vartheta} h_{\times}-\cot \vartheta \cos \varphi \partial_{\varphi} h_{\times}-2 \operatorname{cosec} \vartheta \cos \varphi h_{+}\right),  \tag{12.50b}\\
q^{z x}= & \left(\partial_{\tau} h_{+}\right)\left(\cos \varphi \partial_{\vartheta} h_{+}-\cot \vartheta \sin \varphi \partial_{\varphi} h_{+}+2 \operatorname{cosec} \vartheta \sin \varphi h_{\times}\right) \\
& +\left(\partial_{\tau} h_{\times}\right)\left(\cos \varphi \partial_{\vartheta} h_{\times}-\cot \vartheta \sin \varphi \partial_{\varphi} h_{\times}-2 \operatorname{cosec} \vartheta \sin \varphi h_{+}\right) . \tag{12.50c}
\end{align*}
$$

The expression of Eq. (12.47) was first obtained by Bryce DeWitt in 1971 while teaching a course on general relativity at Stanford University; his lecture notes, published only recently in 2011, contain very few details. The calculation was later repeated by Kip Thorne, who simply stated the final result in his 1980 review article on multipole expansions. Pending evidence to the contrary, the derivation presented below may well be the only one available in the literature.

## Derivation

We now proceed with the derivation of Eq. (12.47). Terms that give rise to the subdominant, $\left(\lambda_{c} / R\right)^{3}$ piece of $(-g) t_{\mathrm{LL}}^{j k}$ are displayed in Eq. (12.38); these are the second-order terms in $\partial_{\mu} h^{\alpha \beta}$ generated by $\partial_{\tau} f_{2}^{\alpha \beta}, N_{j} f_{1}^{\alpha \beta}$, and derivatives of $f_{1}^{\alpha \beta}$ with respect to the vector $\boldsymbol{N}$. In addition to these we have first-order terms in $h^{\alpha \beta}$ that enter in the metric $g_{\alpha \beta}$, which also appears in the Landau-Lifshitz pseudotensor. A computation of $(-g) t_{\mathrm{LL}}^{j k}$ that includes all these contributions would be exceedingly tedious. A careful examination, however, reveals that most do not appear in the final result for $\mathfrak{T}^{j k}$, because they produce terms proportional to $N^{j}$ that cancel out in the end. This analysis allows us to state that $f_{2}^{\alpha \beta}$ makes no appearance in the final result, and that corrections of order $\lambda_{c} / R$ to the Minkowski metric $\eta_{\alpha \beta}$ are similarly irrelevant. The computation, therefore, can be carried out safely by setting $h_{\alpha \beta}=\left(\lambda_{c} / R\right) f_{1}^{\alpha \beta}$ and $g_{\alpha \beta}=\eta_{\alpha \beta}$; derivatives of $h_{\alpha \beta}$, however, must be evaluated accurately to second order in $\left(\lambda_{c} / R\right)$, beyond the expression displayed in Eq. (12.39). As we saw previously, the computation is simplified by adopting the TT gauge for the gravitational potentials.

A suitable starting point for the computation is

$$
\begin{gather*}
(-g) t_{\mathrm{LL}}^{j k}=\frac{c^{4}}{16 \pi G}\left(-\partial^{j} h^{p q} \partial_{p} h^{k q}-\partial^{k} h^{p q} \partial_{p} h^{j q}-\partial_{0} h^{j p} \partial_{0} h^{k p}\right. \\
\left.+\partial_{p} h^{j q} \partial^{p} h^{k q}+\frac{1}{2} \partial^{j} h^{p q} \partial^{k} h_{p q}\right) \tag{12.51}
\end{gather*}
$$

which is obtained from Eq. (6.5) and simplified by incorporating the observations made in the preceding paragraph. In particular, $h^{j k}$ is taken to be in the TT gauge, so that $N_{j} h^{j k}=0$ and $\delta_{j k} h^{j k}=0$. In addition, all terms proportional to $\delta^{j k}$ were discarded, because they cancel out when inserted within Eq. (12.36).

In Eq. (12.51), the operator $\partial_{j}$ is understood in the usual way as holding $t$ fixed while differentiating with respect to $x^{j}$. To proceed with the calculation, we express $\partial_{j}$ acting on a retarded function like $h^{p q}$ in the form

$$
\begin{equation*}
\partial_{j} h^{p q}=-\left(N_{j} / c\right) \partial_{\tau} h^{p q}+\partial_{j} h^{p q}, \tag{12.52}
\end{equation*}
$$

where the operator $\partial_{j}$ bypasses the retarded-time dependence and operates only on the remaining spatial dependence. When $\partial_{j}$ acts on $h^{p q}$, it generates a term of second order in $\lambda_{c} / R$, while acting with $\partial_{\tau}$ produces a first-order term. Keeping our expressions accurate through order $\left(\lambda_{c} / R\right)^{3}$, we find that Eq. (12.51) becomes

$$
\begin{align*}
(-g) t_{\mathrm{LL}}^{j k}=\frac{c^{3}}{16 \pi G} & \left\{N^{j}\left(\partial_{\tau} h^{p q}\right)\left(\partial_{p} h^{k q}-\frac{1}{2} \partial^{k} h_{p q}\right)+N^{k}\left(\partial_{\tau} h^{p q}\right)\left(\partial_{p} h^{j q}-\frac{1}{2} \partial^{j} h_{p q}\right)\right. \\
- & \left.N^{p}\left[\left(\partial_{\tau} h^{j q}\right)\left(\partial_{p} h^{k q}\right)+\left(\partial_{\tau} h^{k q}\right)\left(\partial_{p} h^{j q}\right)\right]-\frac{1}{R}\left(h^{j q} \partial_{\tau} h^{k q}+h^{k q} \partial_{\tau} h^{j q}\right)\right\} \tag{12.53}
\end{align*}
$$

when we discard terms proportional to $N^{j} N^{k}$ that eventually cancel out, and exploit the following properties of the TT gauge: $N_{j} \partial_{\tau} h^{j k}=0$ and $N_{j} \partial_{p} h^{j k}=-h^{p k} / R$. Substitution
of Eq. (12.53) into Eq. (12.36) produces

$$
\begin{equation*}
\mathcal{T}^{j k}=\frac{c^{3}}{16 \pi G} \int R^{3}\left(\partial_{\tau} h^{p q}\right)\left[N^{j} \partial_{p} h^{k q}-N^{k} \check{\partial}_{p} h^{j q}-\frac{1}{2}\left(N^{j} \check{\partial}^{k}-N^{k} \partial^{j}\right) h_{p q}\right] d \Omega \tag{12.54}
\end{equation*}
$$

To bring Eq. (12.54) to the standard form of Eq. (12.47), it is helpful to decompose the differential operator $\partial_{j}$ into longitudinal and transverse pieces according to $\partial_{j}=$ $N_{j} ð_{R}+ð_{j}^{\mathrm{T}}$, where $ð_{R}:=N^{j} ð_{j}$ is a partial derivative with respect to $R$, while $ð_{j}^{\mathrm{T}}:=P_{j}{ }^{k} \mho_{k}$ is the transverse derivative (related to partial derivatives with respect to $\vartheta$ and $\varphi$ ). Because $N_{p} h^{p q}=0$, it is easy to see that $ð_{R}$ plays no role in the first two terms of Eq. (12.54). The next step is to integrate these terms by parts. We write

$$
\begin{equation*}
\left(\partial_{\tau} h^{p q}\right) N^{j} \oiint_{p}^{\mathrm{T}} h^{k q}=\check{\partial}_{p}^{\mathrm{T}}\left(\partial_{\tau} h^{p q} N^{j} h^{k q}\right)-\partial_{\tau}\left(ذ_{p}^{\mathrm{T}} h^{p q}\right) N^{j} h^{k q}-\left(\partial_{\tau} h^{p q}\right)\left(\check{\partial}_{p}^{\mathrm{T}} N^{j}\right) h^{k q}, \tag{12.55}
\end{equation*}
$$

and observe that in the TT gauge, the harmonic condition $\partial_{\alpha} h^{\alpha q}=0$ yields

$$
\begin{align*}
\partial_{p} h^{p q} & =-N_{p} \partial_{\tau} h^{p q}+N_{p} \partial_{R} h^{p q}+\partial_{p}^{\mathrm{T}} h^{p q} \\
& =-N_{p} R^{-1} h^{p q}+\partial_{p}^{\mathrm{T}} h^{p q} \\
& =\searrow_{p}^{\mathrm{T}} h^{p q} \\
& =0 . \tag{12.56}
\end{align*}
$$

With $\check{\partial}_{p}^{\mathrm{T}} N^{j}=P_{p}^{j} / R$ we find that

$$
\begin{equation*}
\left(\partial_{\tau} h^{p q}\right) N^{j} \mho_{p}^{\mathrm{T}} h^{k q}=\check{\partial}_{p}^{\mathrm{T}}\left(\partial_{\tau} h^{p q} N^{j} h^{k q}\right)-\frac{1}{R}\left(\partial_{\tau} h^{j p}\right) h^{k p} \tag{12.57}
\end{equation*}
$$

which we insert within Eq. (12.54). The total transverse derivative gives no contribution to the integral (because the angular domain of integration has no boundary), and we finally arrive at Eq. (12.47). At this stage the distinction between $ð_{j}$ and $\partial_{j}$ is no longer important, because of the antisymmetry of the second group of terms in Eq. (12.47).

To go from Eq. (12.47) to Eq. (12.48) we substitute Eq. (12.44) within the integral and take into account the fact that the basis vectors $\boldsymbol{\vartheta}$ and $\boldsymbol{\varphi}$ depend on position. A simple calculation shows that their derivatives are given by

$$
\begin{align*}
R \partial_{k} \vartheta^{j} & =-N^{j} \vartheta_{k}+\cot \vartheta \varphi^{j} \varphi_{k},  \tag{12.58a}\\
R \partial_{k} \varphi^{j} & =-N^{j} \varphi_{k}-\cot \vartheta \vartheta^{j} \varphi_{k}, \tag{12.58b}
\end{align*}
$$

and $\boldsymbol{e}_{z}$ appears in Eq. (12.49) by virtue of the identity $\boldsymbol{e}_{z}=\cos \vartheta \boldsymbol{N}-\sin \vartheta \vartheta$.
The manipulations that lead to Eq. (12.50) involve the relations $x \partial_{y}-y \partial_{x}=\partial_{\varphi}, y \partial_{z}-$ $z \partial_{y}=-\sin \varphi \partial_{\vartheta}-\cot \vartheta \cos \varphi \partial_{\varphi}$, and $z \partial_{x}-x \partial_{z}=\cos \varphi \partial_{\vartheta}-\cot \vartheta \sin \varphi \partial_{\varphi}$, which are well known from the theory of orbital angular momentum in quantum mechanics.

### 12.2.5 Isaacson's effective energy-momentum tensor

In a series of two papers published in 1968, Richard Isaacson formulated and developed the shortwave approximation of Sec. 12.2.2. His formulation was more general and ambitious
than what was presented there. Instead of limiting his attention to the far-away wave zone of an asymptotically-flat spacetime, Isaacson considered a high-frequency gravitational wave in an arbitrary vacuum region of spacetime in which the radius of curvature $\mathcal{R}$ is large compared to $\lambda_{c}$, and developed a systematic expansion of the field equations in powers of $\lambda_{c} / \mathcal{R}$. Writing the exact Einstein tensor as $G^{\alpha \beta}=G_{0}^{\alpha \beta}+G_{1}^{\alpha \beta}+G_{2}^{\alpha \beta}+\cdots$, where $G_{0}^{\alpha \beta}$ is the Einstein tensor of the background spacetime, $G_{1}^{\alpha \beta}$ the correction of order $\lambda_{c} / \mathcal{R}$, and $G_{2}^{\alpha \beta}$ the correction of order $\left(\lambda_{c} / \mathcal{R}\right)^{2}$, he showed that $G_{1}^{\alpha \beta}=0$ produces a linearized propagation equation for the gravitational waves, while

$$
\begin{equation*}
G_{0}^{\alpha \beta}=\frac{8 \pi G}{c^{4}} T_{\mathrm{eff}}^{\alpha \beta}:=-G_{2}^{\alpha \beta}+\cdots \tag{12.59}
\end{equation*}
$$

determines how the energy-momentum in the waves affects the background spacetime. After a suitable averaging procedure to eliminate terms that oscillate rapidly, the Isaacson effective energy-momentum tensor $T_{\text {eff }}^{\alpha \beta}$ can be involved in equations such as Eqs. (12.32), (12.34), and (12.36) to compute fluxes of energy, linear momentum, and angular momentum. Computation of the effective energy-momentum tensor in the far-away wave zone of an asymptotically-flat spacetime actually returns the right-hand side of Eq. (12.40), and therefore leads to the same results as Eqs. (12.42) and (12.43).

There are two reasons why the Isaacson approach fails to provide a complete foundation for the description of radiative losses in gravitating systems. First, while the Isaacson approach correctly reproduces the expressions for $\mathcal{P}$ and $\mathcal{F}^{j}$ that we obtained in Sec. 12.2.3, it does not provide definitions for the system's total energy $E$ and total momentum $P^{j}$. In other words, Isaacson manages to supply the right-hand sides of the balance equations (12.31) and (12.33), but fails to reveal the identity of the left-hand sides. Since the main purpose of obtaining expressions for $\mathcal{P}$ and $\mathcal{F}^{j}$ is to involve them in statements of energy and momentum balance, the Isaacson approach falls short of providing a complete package. The second failure of the Isaacson approach has to do with the angular-momentum flux $\mathcal{T}^{j k}$. Isaacson's effective energy-momentum tensor agrees with Eq. (12.40) in the far-away wave zone of an asymptotically-flat spacetime, but we know from Sec. 12.2.4 that this approximation is too crude to deliver the expression of Eq. (12.47); the flux of angular momentum simply cannot be calculated in the Isaacson approach.

### 12.3 Radiative losses in slowly-moving systems

As was indicated in Sec. 12.2.2, the formalism developed in Sec. 12.2 rests on a shortwave approximation which permits an expansion of the gravitational potentials in powers of $\lambda_{c} / R \ll 1$. This approximation scheme is quite independent of the post-Minkowskian and post-Newtonian approximations developed in preceding chapters, and the expressions for $\mathcal{P}, \mathcal{F}^{j}$, and $\mathcal{T}^{j k}$ obtained in Secs. 12.2.3 and 12.2.4 have a wide domain of validity.

In this section we impose a slow-motion condition and calculate the gravitational-wave fluxes for situations in which the gravitational-wave field can be expressed as a postNewtonian expansion. We shall derive ready-to-use expressions for $\mathcal{P}$, $\mathcal{F}^{j}$, and $\mathcal{T}^{j k}$ that
involve multipole moments of the mass and current distribution, and recover the famous quadrupole formula for the rate at which gravitational waves carry energy away from their source. As an application of this slow-motion formalism, we shall examine the radiative losses suffered by a two-body system in bound orbital motion.

### 12.3.1 Leading-order multipole radiation

The gravitational potentials that result from a post-Minkowskian approximation of the field equations were calculated in Chapter 7, and expressions appropriate for the far-away wave zone were listed in Box 7.7. According to these expressions, the potentials are expressed as a multipole expansion,

$$
\begin{equation*}
h^{j k}=\frac{2 G}{c^{4} R}\left[\ddot{\mathcal{I}}^{j k}+\frac{1}{3 c}\left(\dddot{\mathcal{I}}^{j k n}+2 \epsilon^{m n j} \ddot{\mathcal{J}}^{m k}+2 \epsilon^{m n k} \ddot{\mathcal{J}}^{m j}\right) N_{n}+O\left(c^{-2}\right)\right], \tag{12.60}
\end{equation*}
$$

automatically incorporating a post-Newtonian expansion in powers of $v_{c} / c \ll 1$, with $v_{c}$ denoting a characteristic velocity of the matter distribution. At the leading post-Newtonian order, the formal moments $\mathcal{I}^{j k}, \mathcal{I}^{j k n}$, and $\mathcal{J}^{m j}$ can be replaced by their Newtonian expressions defined in terms of the conserved density $\rho^{*}$; we have the mass quadrupole moment

$$
\begin{equation*}
I^{j k}(\tau):=\int \rho^{*} x^{j} x^{k} d^{3} x \tag{12.61}
\end{equation*}
$$

the mass octupole moment

$$
\begin{equation*}
I^{j k n}(\tau):=\int \rho^{*} x^{j} x^{k} x^{n} d^{3} x \tag{12.62}
\end{equation*}
$$

and the current quadrupole moment

$$
\begin{equation*}
J^{j k}(\tau):=\epsilon^{j a b} \int \rho^{*} x^{a} v^{b} x^{k} d^{3} x \tag{12.63}
\end{equation*}
$$

In these equations, the mass density $\rho^{*}$ and the velocity field $v$ are given as functions of retarded time $\tau:=t-R / c$ and the spatial coordinates $\boldsymbol{x}$. In Eq. (12.60) the term involving the mass quadrupole moment is the leading-order, Newtonian contribution to the gravitational-wave field, while the remaining terms are 0.5 PN corrections that are smaller by a factor of order $v_{c} / c \ll 1$. Our expression for $h^{j k}$ neglects corrections of order $\left(v_{c} / c\right)^{2}$ and higher.

To properly represent the gravitational-wave field, the potentials of Eq. (12.60) must be subjected to the transverse-tracefree projection introduced in Sec. 11.1.7. According to Eqs. (11.31) and (11.34), we have that

$$
\begin{equation*}
h_{\mathrm{TT}}^{j k}=(\mathrm{TT})^{j k}{ }_{p q} h^{p q}, \tag{12.64}
\end{equation*}
$$

where

$$
\begin{equation*}
(\mathrm{TT})^{j k}{ }_{p q}:=P_{p}^{j} P_{q}^{k}-\frac{1}{2} P^{j k} P_{p q}, \quad P_{k}^{j}:=\delta_{k}^{j}-N^{j} N_{k} . \tag{12.65}
\end{equation*}
$$

To facilitate this projection it is helpful to decompose the multipole moments into their irreducible components, according to

$$
\begin{align*}
I^{j k} & =I^{\langle j k\rangle}+\frac{1}{3} \delta^{j k} I^{p p},  \tag{12.66a}\\
I^{j k n} & =I^{\langle j k n\rangle}+\frac{1}{5}\left(\delta^{j k} I^{n p p}+\delta^{j n} I^{k p p}+\delta^{k n} I^{j p p}\right),  \tag{12.66b}\\
J^{j k} & =J^{\langle j k\rangle}+J^{[j k]}, \tag{12.66c}
\end{align*}
$$

in which the angular brackets indicate the symmetric-tracefree operation first introduced in Sec. 1.5.3, and the square brackets indicate antisymmetrization.

In terms of the irreducible moments we have that the gravitational potentials of Eq. (12.60) can be expressed as

$$
\begin{equation*}
h^{j k} \stackrel{\Pi r}{=} \frac{2 G}{c^{4} R}\left[\ddot{I}^{\langle j k\rangle}+\frac{1}{3 c}\left(\dddot{I}^{\langle j k n\rangle}+2 \epsilon^{m n j} \ddot{J}^{\langle m k\rangle}+2 \epsilon^{m n k} \ddot{J}^{\langle m j\rangle}\right) N_{n}+O\left(c^{-2}\right)\right], \tag{12.67}
\end{equation*}
$$

where the equality sign $\stackrel{\pi T}{=}$, first introduced near the end of Sec. 11.3.1, indicates that terms proportional to $\delta^{j k}, N^{j}$, or $N^{k}$ have been discarded; these will not survive the TT projection of Eq. (12.64). Note that the gravitational-wave field involves only the STF pieces of the radiative multipole moments.

### 12.3.2 Leading-order fluxes

It is straightforward to insert Eq. (12.67) within the flux formulae of Eqs. (12.42), (12.43), and (12.47), evaluate the angular integrals, and arrive at

$$
\begin{align*}
\mathcal{P} & =\frac{G}{5 c^{5}} \dddot{I}^{\langle p q\rangle} \dddot{I}^{\langle p q\rangle}  \tag{12.68a}\\
\mathcal{F}^{j} & =\frac{G}{c^{7}}\left(\frac{2}{63}{\left.\stackrel{(4)}{ }{ }^{\langle j p q\rangle} \dddot{I}^{\langle p q\rangle}-\frac{16}{45} \epsilon^{j}{ }_{p q} \dddot{J}^{\langle p r\rangle} \dddot{I}^{\langle q r\rangle}\right),}_{\mathcal{T}^{j k}}=\frac{2 G}{5 c^{5}}\left(\ddot{I}^{\langle j p\rangle} \dddot{I}^{\langle k p\rangle}-\ddot{I}^{\langle k p\rangle} \dddot{I}^{\langle j p\rangle}\right) .\right. \tag{12.68b}
\end{align*}
$$

We shall sketch the steps leading to these results in a moment, but we first observe that our result for $\mathcal{P}$ is the famous quadrupole formula which relates the energy radiated in gravitational waves to the quadrupole-moment tensor of the matter distribution. (Refer to Box 11.2 for a discussion of the historical controversy that has surrounded this formula.) This scales as $G / c^{5}$, and additional contributions from higher-order multipole moments would appear at order $G / c^{7}$ and higher. Our result for $\mathcal{F}^{j}$ involves a coupling between the mass quadrupole and octupole moments, as well as one between the mass and current quadrupole moments; we see that $\mathcal{F}^{j}$ scales as $G / c^{7}$ instead of $G / c^{5}$. Our result for the angular-momentum flux can also be expressed in terms of the torque vector $\mathcal{T}^{j}:=\frac{1}{2} \epsilon^{j}{ }_{p q} \mathcal{T}^{p q}$,

$$
\begin{equation*}
\mathfrak{T}^{j}=\frac{2 G}{5 c^{5}} \epsilon_{p q}^{j} \ddot{I}^{\langle p r\rangle} \dddot{I}^{\langle q r\rangle} \tag{12.69}
\end{equation*}
$$

this involves the mass quadrupole moment only, and here also contributions from higherorder moments would appear at order $G / c^{7}$ and higher.

To obtain Eq. (12.68a) for $\mathcal{P}$ we truncate Eq. (12.67) to its leading-order term, carry out the TT projection of Eq. (12.64), and insert the result within Eq. (12.42). After simplification we obtain

$$
\begin{equation*}
\mathcal{P}=\frac{G}{2 c^{5}}\left(\delta_{p r} \delta_{q s}-2 \delta_{p r}\left\langle\left\langle N_{q} N_{s}\right\rangle\right\rangle+\frac{1}{2}\left\langle\left\langle N_{p} N_{q} N_{r} N_{s}\right\rangle\right) f^{p q} f^{r s},\right. \tag{12.70}
\end{equation*}
$$

with $f^{j k}:=\dddot{I}^{\langle j k\rangle}$ and $\langle\langle\cdots\rangle\rangle:=(4 \pi)^{-1} \int(\cdots) d \Omega$ indicating an angular average. These are easily evaluated with the help of the identities

$$
\begin{align*}
\left\langle N_{j} N_{k}\right\rangle & =\frac{1}{3} \delta_{j k}  \tag{12.71a}\\
\left\langle N_{j} N_{k} N_{p} N_{q}\right\rangle & =\frac{1}{15}\left(\delta_{j k} \delta_{p q}+\delta_{j p} \delta_{k q}+\delta_{j q} \delta_{k p}\right)  \tag{12.71b}\\
\left\langle N_{j} N_{k} N_{p} N_{q} N_{r} N_{s}\right\rangle & =\frac{1}{105}\left(\delta_{j k} \delta_{p q} \delta_{r s}+\text { distinct permutations }\right), \tag{12.71c}
\end{align*}
$$

which were established back in Sec. 1.5.3. Making use of the STF properties of $f^{j k}$, we arrive at Eq. (12.68a).

To obtain Eq. (12.68b) from Eq. (12.43) we must include the subleading terms in Eq. (12.67), because a leading-order calculation involves angular integrations of odd products of the radial vector $\boldsymbol{N}$, which all vanish. After the TT projection we obtain

$$
\begin{equation*}
\mathcal{F}^{j}=\frac{G}{3 c^{7}}\left(\delta_{p r} \delta_{q s}\left\langle\left\langle N^{j} N_{n}\right\rangle\right)-2 \delta_{p r} \|\left\langle N^{j} N_{q} N_{s} N_{n}\right\rangle+\frac{1}{2}\left\langle\left\langle N^{j} N_{p} N_{q} N_{r} N_{s} N_{n}\right\rangle\right) f^{p q} f^{r s n},\right. \tag{12.72}
\end{equation*}
$$

with $f^{j k}:=\dddot{I}^{\langle j k\rangle}$ and $f^{j k n}:=\dddot{I}^{\langle j k n\rangle}+2 \epsilon^{m n j} \dddot{J}^{\langle m k\rangle}+2 \epsilon^{m n k} \dddot{J}^{\langle m j\rangle}$. After evaluation of the angular integrals and simplification (taking advantage of the STF properties of $f^{j k}$ and $f^{j k n}$ ), we obtain

$$
\begin{equation*}
\mathcal{F}^{j}=\frac{G}{3 c^{7}}\left(\frac{22}{105} f_{p q} f^{p q j}-\frac{4}{35} f_{p q} f^{j p q}\right), \tag{12.73}
\end{equation*}
$$

which leads directly to Eq. (12.68b).
The computations that lead to Eq. (12.68c) from Eq. (12.47) are similar. Here also we truncate Eq. (12.67) to its leading-order term, and the gravitational-wave field must be differentiated only after the TT projection has been accomplished. (This step is facilitated by invoking the identity $R \partial_{j} P_{p q}=-P_{j p} N_{q}-P_{j q} N_{p}$.) The remaining manipulations are straightforward, and we arrive at Eq. (12.68c).

### 12.3.3 Application: Newtonian binary system

As an application of the formalism developed in this section, we calculate the gravitationalwave fluxes $\mathcal{P}, \mathcal{F}^{j}$, and $\mathcal{T}^{j k}$ for a binary system consisting of a body of mass $m_{1}$ at position $\boldsymbol{r}_{1}(t)$ and a body of mass $m_{2}$ at position $\boldsymbol{r}_{2}(t)$; the positions are given in relation to the system's barycenter, chosen to be at the origin of the spatial coordinates. We describe the mutual gravitational attraction at the leading-order, Newtonian level, and we employ the formulae listed in Eqs. (12.68) and (12.69) to calculate the fluxes. The Keplerian
orbital motion was first examined back in Sec. 3.2, and considered again in the context of gravitational-wave emissions in Sec. 11.2.2; the required equations can be found at the beginning of Sec. 11.2.2. The main orbital parameters are the semilatus rectum $p$ and the eccentricity $e$. The orbital period is

$$
\begin{equation*}
P=2 \pi \sqrt{\frac{a^{3}}{G m}}, \tag{12.74}
\end{equation*}
$$

where $a:=p /\left(1-e^{2}\right)$ is the semi-major axis and $m:=m_{1}+m_{2}$. The orbital energy and angular momentum are

$$
\begin{equation*}
E=-\frac{\eta G m^{2}}{2 a}, \quad \boldsymbol{L}=\eta m h \boldsymbol{e}_{z} \tag{12.75}
\end{equation*}
$$

where $\eta:=m_{1} m_{2} / m^{2}, h:=|\boldsymbol{r} \times \boldsymbol{v}|=\sqrt{G m p}$ with $\boldsymbol{r}:=\boldsymbol{r}_{1}-\boldsymbol{r}_{2}$ and $\boldsymbol{v}:=\boldsymbol{v}_{1}-\boldsymbol{v}_{2}$, and $\boldsymbol{e}_{z}:=[0,0,1]$ is a unit vector normal to the orbital plane. It is useful to note that the equations of motion imply that $v \dot{v}=-G m \dot{r} / r^{2}$ and $r \ddot{r}=(r \dot{\phi})^{2}-G m / r$, in which $r:=|\boldsymbol{r}|, v:=|\boldsymbol{v}|$, $\dot{\phi}=h / r^{2}$, and an overdot indicates differentiation with respect to time.

The multipole moments that appear in the flux formulae are

$$
\begin{align*}
I^{j k} & =\eta m r^{j} r^{k},  \tag{12.76a}\\
I^{j k n} & =-\Delta \eta m r^{j} r^{k} r^{n},  \tag{12.76b}\\
J^{j k} & =-\Delta \eta m h e_{z}^{j} r^{k}, \tag{12.76c}
\end{align*}
$$

where $\Delta:=\left(m_{1}-m_{2}\right) / m$. These expressions follow directly from the definitions of Eqs. (12.61), (12.62), and (12.63) when the mass density is given by $\rho^{*}=m_{1} \delta\left(\boldsymbol{x}-\boldsymbol{r}_{1}\right)+$ $m_{2} \delta\left(\boldsymbol{x}-\boldsymbol{r}_{2}\right)$ and the individual positions are expressed in terms of the separation $\boldsymbol{r}$. The result for $J^{j k}$ takes into account the fact that $h \boldsymbol{e}_{z}=\boldsymbol{r} \times \boldsymbol{v}$.

Differentiation of the multipole moments and involvement of the Keplerian equations yields

$$
\begin{align*}
\ddot{I}^{j k}= & 2 \eta m\left(v^{j} v^{k}-\frac{G m}{r^{3}} r^{j} r^{k}\right) \\
= & 2 \eta m\left[\left(\dot{r}^{2}-G m / r\right) n^{j} n^{k}+\dot{r}(r \dot{\phi})\left(n^{j} \lambda^{k}+\lambda^{j} n^{k}\right)+(r \dot{\phi})^{2} \lambda^{j} \lambda^{k}\right] \\
= & 2 \eta m \frac{G m}{p}\left[-\left(1+e \cos \phi-e^{2} \sin ^{2} \phi\right) n^{j} n^{k}\right. \\
& \left.\quad+e \sin \phi(1+e \cos \phi)\left(n^{j} \lambda^{k}+\lambda^{j} n^{k}\right)+(1+e \cos \phi)^{2} \lambda^{j} \lambda^{k}\right],  \tag{12.77a}\\
& \dddot{I}^{j k}= \\
= & -2 \eta m \frac{G m}{r^{2}}\left[\frac{2}{r}\left(r^{j} v^{k}+v^{j} r^{k}\right)-\frac{3 \dot{r}}{r^{2}} r^{j} r^{k}\right] \\
= & -2 \eta m \frac{G m}{r^{2}}\left[\dot{r} n^{j} n^{k}+2(r \dot{\phi})\left(n^{j} \lambda^{k}+\lambda^{j} n^{k}\right)\right]  \tag{12.77b}\\
= & -2 \eta m \frac{(G m)^{3 / 2}}{p^{5 / 2}}(1+e \cos \phi)^{2}\left[e \sin \phi n^{j} n^{k}+2(1+e \cos \phi)\left(n^{j} \lambda^{k}+\lambda^{j} n^{k}\right)\right],
\end{align*}
$$

$$
\begin{align*}
& \stackrel{(4)}{I} j k n^{j}=\Delta \eta m \frac{G m}{r^{2}}[ \frac{20}{r}\left(v^{j} v^{k} r^{n}+v^{j} r^{k} v^{n}+r^{j} v^{k} v^{n}\right) \\
&\left.-\frac{30 \dot{r}}{r^{2}}\left(v^{j} r^{k} r^{n}+r^{j} v^{k} r^{n}+r^{j} r^{k} v^{n}\right)-\frac{3}{r^{3}}\left(3 v^{2}-15 \dot{r}^{2}+4 G m / r\right) r^{j} r^{k} r^{n}\right] \\
&=\Delta \eta m \frac{G m}{r^{2}}\left\{3\left[2 \dot{r}^{2}-3(r \dot{\phi})^{2}-4 G m / r\right] n^{j} n^{k} n^{n}\right. \\
&+10 \dot{r}(r \dot{\phi})\left(n^{j} n^{k} \lambda^{n}+n^{j} \lambda^{k} n^{n}+\lambda^{j} n^{k} n^{n}\right) \\
&\left.+20(r \dot{\phi})^{2}\left(n^{j} \lambda^{k} \lambda^{n}+\lambda^{j} n^{k} \lambda^{n}+\lambda^{j} \lambda^{k} n^{n}\right)\right\} \\
&=\Delta \eta m \frac{(G m)^{2}}{p^{3}}(1+e \cos \phi)^{2}\left[-3\left(7+10 e \cos \phi+5 e^{2} \cos ^{2} \phi-2 e^{2}\right) n^{j} n^{k} n^{n}\right. \\
&+10 e \sin \phi(1+e \cos \phi)\left(n^{j} n^{k} \lambda^{n}+n^{j} \lambda^{k} n^{n}+\lambda^{j} n^{k} n^{n}\right) \\
&\left.+20(1+e \cos \phi)^{2}\left(n^{j} \lambda^{k} \lambda^{n}+\lambda^{j} n^{k} \lambda^{n}+\lambda^{j} \lambda^{k} n^{n}\right)\right] \tag{12.77c}
\end{align*}
$$

$$
\begin{align*}
\dddot{J}^{j k} & =\Delta \eta m h \frac{G m}{r^{3}} e_{z}^{j}\left(v^{k}-\frac{3 \dot{r}}{r} r^{k}\right) \\
& =-\Delta \eta m h \frac{G m}{r^{3}} e_{z}^{j}\left[2 \dot{r} n^{k}-(r \dot{\phi}) \lambda^{k}\right] \\
& =-\Delta \eta m \frac{(G m)^{2}}{p^{3}}(1+e \cos \phi)^{3} e_{z}^{j}\left[2 e \sin \phi n^{k}-(1+e \cos \phi) \lambda^{k}\right] \tag{12.77~d}
\end{align*}
$$

where $\boldsymbol{n}=[\cos \phi, \sin \phi, 0]$ and $\boldsymbol{\lambda}=[-\sin \phi, \cos \phi, 0]$ are basis vectors in the orbital plane. After symmetrizing $\dddot{J}^{j k}$, making all the moments tracefree, and inserting the results within the flux formulae of Eqs. (12.68) and (12.69), we obtain

$$
\begin{align*}
\mathcal{P}= & \frac{32}{5} \eta^{2} \frac{c^{5}}{G}\left(\frac{G m}{c^{2} p}\right)^{5}(1+e \cos \phi)^{4}\left[1+2 e \cos \phi+\frac{1}{12} e^{2}\left(1+11 \cos ^{2} \phi\right)\right],  \tag{12.78a}\\
\mathcal{F}^{x}= & \frac{464}{105} \Delta \eta^{2} \frac{c^{4}}{G}\left(\frac{G m}{c^{2} p}\right)^{11 / 2} \sin \phi(1+e \cos \phi)^{4} \\
& \times\left[1+\frac{175}{58} e \cos \phi+\frac{2}{29} e^{2}\left(3+40 \cos ^{2} \phi\right)+\frac{5}{58} e^{3} \cos \phi\left(2+9 \cos ^{2} \phi\right)\right],  \tag{12.78b}\\
\mathcal{F}^{y}= & -\frac{464}{105} \Delta \eta^{2} \frac{c^{4}}{G}\left(\frac{G m}{c^{2} p}\right)^{11 / 2}(1+e \cos \phi)^{4}\left[\cos \phi-\frac{1}{58} e\left(9-175 \cos ^{2} \phi\right)\right. \\
& \left.\quad-\frac{1}{29} e^{2} \cos \phi\left(1-80 \cos ^{2} \phi\right)+\frac{1}{58} e^{3}\left(2+3 \cos ^{2} \phi+45 \cos ^{4} \phi\right)\right],  \tag{12.78c}\\
\mathcal{T}^{x y}= & \frac{32}{5} \eta^{2} m c^{2}\left(\frac{G m}{c^{2} p}\right)^{7 / 2}(1+e \cos \phi)^{3}\left[1+\frac{3}{2} e \cos \phi-\frac{1}{4} e^{2}\left(1-3 \cos ^{2} \phi\right)\right], \tag{12.78~d}
\end{align*}
$$



Fig. 12.1 The energy flux $\mathcal{P}$, in units of $(32 / 5) \eta^{2}\left(c^{5} / G\right)\left(G m / c^{2} p\right)^{5}$, as a function of retarded time $\tau$, in units of the orbital period $P$. The relation between $\tau$ and the orbital phase $\phi$ is obtained by numerical integration of the Newtonian equations of motion. The orbital eccentricity is set equal to $e=0.7$, and the gravitational-wave polarizations corresponding to this orbital configuration are displayed in Fig. 11.2. We see that most of the energy is emitted when the orbit is near pericenter, where the motion is fastest.
while $\mathcal{F}^{z}=0$ and $\mathcal{T}^{y z}=\mathcal{T}^{z x}=0$. Plots of $\mathcal{P}, \mathcal{F}^{x}$, and $\mathcal{F}^{y}$ as functions of time are presented in Figs. 12.1 and 12.2; a plot of $\mathcal{T}^{x y}$ would look very similar to $\mathcal{P}$.

When the orbit is circular (so that $e=0$ ) the fluxes simplify to

$$
\begin{align*}
\mathcal{P} & =\frac{32}{5} \eta^{2} \frac{c^{5}}{G}(v / c)^{10}  \tag{12.79a}\\
\mathcal{F}^{x} & =\frac{464}{105} \Delta \eta^{2} \frac{c^{4}}{G}(v / c)^{11} \sin \phi  \tag{12.79b}\\
\mathcal{F}^{y} & =-\frac{464}{105} \Delta \eta^{2} \frac{c^{4}}{G}(v / c)^{11} \cos \phi  \tag{12.79c}\\
\mathcal{T}^{x y} & =\frac{32}{5} \eta^{2} m c^{2}(v / c)^{7} \tag{12.79~d}
\end{align*}
$$

where $v:=\sqrt{G m / p}$ is the orbital velocity. In this case the orbital phase is given by $\phi=\Omega \tau$, with $\Omega:=\sqrt{G m / p^{3}}$ denoting the orbital angular velocity. We note that in this case of circular motion, the energy and angular-momentum fluxes are related by $\mathcal{P}=\Omega \mathcal{T}^{x y}$. We also see that the momentum flux is aligned with $\boldsymbol{v}$ when $m_{1}<m_{2}$ (so that $\Delta<0$ ), and that it is anti-aligned when $m_{1}>m_{2}$; the momentum flux is therefore always in the direction of motion of the lighter body.


## Fig. 12.2

The momentum fluxes $\mathcal{F}^{x}$ and $\mathcal{F}^{y}$, in units of $-\Delta \eta^{2}\left(c^{4} / G\right)\left(G m / c^{2} p\right)^{11 / 2}$, as functions of retarded time $\tau$, in units of the orbital period $P$. A minus sign is inserted in the unit of momentum flux to reflect the fact that $\Delta<0$ when $m_{1}<m_{2}$. As in Fig. 12.1 the orbital eccentricity is set equal to $e=0.7$. We see that most of the momentum is emitted when the orbit is near pericenter. The emission in the $x$-direction cancels out over a complete orbital cycle, but the emission in the $y$-direction builds up coherently.

## Box 12.2 Momentum flux and gravitational-wave beaming

Our friend Alan Wiseman has proposed a useful electromagnetic analogy to understand why the momentum flux is always in the direction of motion of the lighter body. Because the lighter body has a higher velocity, the energy flux associated with its motion is beamed in the forward direction, just as the electromagnetic radiation from a rapidly moving body is beamed by relativistic effects. Since energy carries momentum, there is a preferential emission of momentum in the direction of motion of the lighter body. This is admittedly an imperfect analogy, because the energy flux is predominantly quadrupolar, not dipolar, and thus it cannot have a unique direction associated with it. On the other hand, the momentum flux arises from an interference between the quadrupole moment $I^{j k}$ and the 0.5 PN corrections in Eq. (12.67), which depend on the octupole and current quadrupole moments; although the latter are not vectors, they have an odd parity, and they can therefore single out a preferred direction. Scaling the energy flux by $m c^{2}$, the momentum flux by $m c$, and taking the ratio gives $\left(\mathcal{F}^{j} / m c\right) /\left(\mathcal{P} / m c^{2}\right) \sim v / c$, precisely the kind of $v / c$ effect that gives rise to relativistic beaming.

Returning to non-circular orbits, it is instructive to average the fluxes over a complete orbital cycle. We define the orbital average of a quantity $f$ by

$$
\begin{equation*}
\langle f\rangle:=\frac{1}{P} \int_{0}^{P} f(t) d t \tag{12.80}
\end{equation*}
$$

where $P$ is the orbital period of Eq. (12.74). This can also be expressed as

$$
\begin{equation*}
\langle f\rangle=\left(1-e^{2}\right)^{3 / 2} \frac{1}{2 \pi} \int_{0}^{2 \pi}(1+e \cos \phi)^{-2} f(\phi) d \phi \tag{12.81}
\end{equation*}
$$

by switching integration variables from $t$ to $\phi$ with the help of the Keplerian equations of motion. Substitution of Eqs. (12.78) into Eq. (12.81) yields

$$
\begin{align*}
\langle\mathcal{P}\rangle & =\frac{32}{5} \eta^{2} \frac{c^{5}}{G}\left(\frac{G m}{c^{2} p}\right)^{5}\left(1-e^{2}\right)^{3 / 2}\left(1+\frac{73}{24} e^{2}+\frac{37}{96} e^{4}\right),  \tag{12.82a}\\
\left\langle\mathcal{F}^{x}\right\rangle & =0,  \tag{12.82b}\\
\left\langle\mathcal{F}^{y}\right\rangle & =-\frac{52}{5} \Delta \eta^{2} \frac{c^{4}}{G}\left(\frac{G m}{c^{2} p}\right)^{11 / 2} e\left(1-e^{2}\right)^{3 / 2}\left(1+\frac{19}{13} e^{2}+\frac{37}{312} e^{4}\right),  \tag{12.82c}\\
\left\langle\mathcal{T}^{x y}\right\rangle & =\frac{32}{5} \eta^{2} m c^{2}\left(\frac{G m}{c^{2} p}\right)^{7 / 2}\left(1-e^{2}\right)^{3 / 2}\left(1+\frac{7}{8} e^{2}\right) \tag{12.82~d}
\end{align*}
$$

That $\left\langle\mathcal{F}^{x}\right\rangle=0$ and $\left\langle\mathcal{F}^{y}\right\rangle \neq 0$ reflects the fact that while the orbital motion is reflectionsymmetric across the $x$-axis, it is asymmetrical with respect to the $y$-axis: the motion is faster when the orbit crosses the $x$-axis is at pericenter, and slower when it crosses it at apocenter, moving in the opposite direction. Most of the gravitational waves are emitted near pericenter, where the motion is fastest, and most of the momentum flux is therefore generated near $\phi=0$. When $\Delta<0$, that is, when $m_{1}<m_{2}$, we have that $\mathcal{F}^{y}>0$ at pericenter, and the averaged flux also is positive; this is the situation represented in Fig. 12.2. On the other hand, when $\Delta>0$ and $m_{1}>m_{2}$, we have that $\mathcal{F}^{y}<0$ at pericenter, and the averaged flux also is negative. The momentum flux vanishes when the masses are equal, and the averaged flux vanishes when $e=0$.

Bodies in unbound orbits, with $e \geq 1$, also radiate energy, momentum, and angular momentum. In this case there is no orbital period and no useful notion of averaged fluxes, but one can calculate the total energy, momentum, and angular momentum radiated during the encounter. These losses raise the interesting possibility of a "gravitational-wave capture," whereby two bodies in an unbound orbit lose enough energy to end up in a bound orbit. This possibility is explored in Exercise 12.8.

It is tempting to exploit the balance equations in averaged form,

$$
\begin{equation*}
\frac{d E}{d t}=-\langle\mathcal{P}\rangle, \quad \frac{d L}{d t}=-\left\langle\mathcal{T}^{x y}\right\rangle, \tag{12.83}
\end{equation*}
$$

to infer the rates at which the orbital elements $a, p$, and $e$ must change in order to reflect the loss of energy and angular momentum to gravitational waves. This crude and tentative analysis is refined in Sec. 12.9, where we calculate how the orbital elements change instantaneously as a result of the action of the gravitational radiation-reaction force.

The rate of change of $a$ is obtained by inserting Eq. (12.75) into the first balance equation. With Eq. (12.82) we obtain

$$
\begin{equation*}
\frac{d a}{d t}=-\frac{64}{5} \eta c\left(\frac{G m}{c^{2} a}\right)^{3} \frac{1+\frac{73}{24} e^{2}+\frac{37}{96} e^{4}}{\left(1-e^{2}\right)^{7 / 2}} . \tag{12.84}
\end{equation*}
$$

Kepler's third law, $P \propto a^{3 / 2}$, allows us to compute how the orbital period changes as a result of the orbital evolution; we find that it decreases according to

$$
\begin{equation*}
\frac{d P}{d t}=-\frac{192 \pi}{5}\left(\frac{G \mathcal{M}}{c^{3}} \frac{2 \pi}{P}\right)^{5 / 3} \frac{1+\frac{73}{24} e^{2}+\frac{37}{96} e^{4}}{\left(1-e^{2}\right)^{7 / 2}} \tag{12.85}
\end{equation*}
$$

where $\mathcal{M}:=\eta^{3 / 5} m$ is the chirp mass, as defined in Eq. (11.80). The rate of change of $p$ is obtained by inserting Eq. (12.75) into the second balance equation. Here we obtain

$$
\begin{equation*}
\frac{d p}{d t}=-\frac{64}{5} \eta c\left(\frac{G m}{c^{2} p}\right)^{3}\left(1-e^{2}\right)^{3 / 2}\left(1+\frac{7}{8} e^{2}\right) \tag{12.86}
\end{equation*}
$$

The rate of change of $e$ can then be inferred from the relation $p / a=1-e^{2}$; we get

$$
\begin{align*}
\frac{d e}{d t} & =-\frac{304}{15} \eta c \frac{e}{a}\left(\frac{G m}{c^{2} a}\right)^{3} \frac{1+\frac{121}{304} e^{2}}{\left(1-e^{2}\right)^{5 / 2}}  \tag{12.87a}\\
& =-\frac{304}{15} \eta c \frac{e}{p}\left(\frac{G m}{c^{2} p}\right)^{3}\left(1-e^{2}\right)^{3 / 2}\left(1+\frac{121}{304} e^{2}\right) \tag{12.87b}
\end{align*}
$$

We see that radiative losses tend to decrease both the size of the orbit and its eccentricity; in the course of time the orbit shrinks and becomes increasingly circular. The orbital evolution proceeds on a radiation-reaction time scale of the order of

$$
\begin{equation*}
T_{\mathrm{rr}}=\frac{1}{\eta}\left(\frac{G m}{c^{2} a}\right)^{-5 / 2} \frac{P}{2 \pi} \tag{12.88}
\end{equation*}
$$

this is longer than the orbital period by a factor of order $\left(v_{c} / c\right)^{-5} \gg 1$, where $v_{c} \sim \sqrt{G m / a}$ is the characteristic orbital velocity.

The evolution equations for $a, p$, and $e$ can be integrated to give

$$
\begin{equation*}
a=a_{0}\left(e / e_{0}\right)^{12 / 19}\left(\frac{1-e_{0}^{2}}{1-e^{2}}\right)\left(\frac{1+\frac{121}{304} e^{2}}{1+\frac{121}{304} e_{0}^{2}}\right)^{870 / 2299} \tag{12.89}
\end{equation*}
$$

and

$$
\begin{equation*}
p=p_{0}\left(e / e_{0}\right)^{12 / 19}\left(\frac{1+\frac{121}{304} e^{2}}{1+\frac{121}{304} e_{0}^{2}}\right)^{870 / 2299} \tag{12.90}
\end{equation*}
$$

which express $a$ and $p$ as functions of the eccentricity; here $a_{0}$ and $p_{0}$ are respectively the values of $a$ and $p$ when $e=e_{0}$. When the eccentricity is always small, so that both $e$ and $e_{0}$ are much smaller than unity, these results can be approximated as $a \simeq a_{0}\left(e / e_{0}\right)^{12 / 19}$ or $e \simeq e_{0}\left(a / a_{0}\right)^{19 / 12} ;$ in this approximation $p \simeq a$.

### 12.4 Astrophysical implications of radiative losses

### 12.4.1 Binary pulsars

For many years, any discussion of losses due to gravitational-wave emissions, such as the one presented in the previous section, was purely academic, because the effects are so

| Table 12.1 Orbital parameters of binary pulsars. The parameter $a_{1} \sin t$ is the projection of the pulsar's semimajor axis along the line of sight. The parameter $\dot{\omega}$ is defined by Eq. (10.17). The parameter $\gamma^{\prime}$ is the coefficient $\left[\left(M_{1}+2 M_{2}\right) / m\right]\left(a^{3} / G m\right)^{1 / 2}\left(G M_{2} / c^{2} a\right) e$ that appears in front of $\sin u$ in Eq. (10.135). The period derivative $\dot{P}$ is given by Eq. (12.85). The parameter $r$ is the coefficient $G M_{2} / c^{2}$ that appears in front of the logarithmic term in Eq. (10.139), and $s=\sin \iota$ appears within the logarithm. The numbers in parentheses indicate the error in the last digit. |  |  |
| :---: | :---: | :---: |
| Parameter | PSR 1913+16 | J0737-3039A |
| Keplerian parameters |  |  |
| $a_{1} \sin \iota / c$ (s) | 2.341782(3) | 1.415032(1) |
| Eccentricity, $e$ | $0.6171334(5)$ | 0.0877775 (9) |
| Orbital period, $P$ (day) | $0.322997448911(4)$ | $0.10225156248(5)$ |
| Relativistic parameters |  |  |
| Pericenter advance, $\dot{\omega}\left({ }^{\circ} \mathrm{yr}^{-1}\right)$ | 4.226598 (5) | 16.8995(7) |
| Redshift/time dilation, $\gamma^{\prime}$ (ms) | 4.2992(8) | 0.386(3) |
| Period derivative, $\dot{P}\left(10^{-12}\right)$ | -2.423(1) | -1.25(2) |
| Shapiro delay, $r$ ( $\mu \mathrm{s}$ ) |  | 6.2(3) |
| Shapiro delay, $s$ |  | 0.9997(4) |

extremely small. The effects of radiative losses on the Earth-Sun or Earth-Moon orbits, for example, are utterly undetectable, as you will discover in Exercise 12.4. The complete absence of experimental evidence bearing on radiative losses was a key ingredient in the persistence of the quadrupole-formula controversy, as reviewed in Box 11.2. All this changed in the fall of 1974.

During the summer of 1974, radio astronomer Joseph H. Taylor and his graduate student Russell Hulse were conducting a systematic search for new pulsars using the Arecibo radio telescope in Puerto Rico. Pulsars are rotating neutron stars that emit a beam of radio waves detectable as a pulse every time the beam crosses a radio receiver. Since the discovery of the first pulsar in 1967, almost 100 had been found by 1974 (nearly 2000 are known today). But this new pulsar, labeled PSR 1913+16 according to its position on the sky, was different from all the others because its pulse period, nominally about 59 milliseconds, varied by plus or minus 40 microseconds on a roughly eight-hour period. Hulse and Taylor quickly concluded that the variation was a result of the Doppler shift of the period caused by the pulsar's orbit about an unseen companion. By December they had measured the key orbital elements, the orbital period, the eccentricity, the semi-major axis projected along the line of sight, as well as the relativistic pericenter advance (the current values are listed in Table 12.1).

It was already clear from the first discovery announcement in late September that the binary pulsar would provide an opportunity to test the quadrupole formula. Inserting the measured period $P$ and eccentricity $e$ into Eq. (12.85), and scaling the chirp mass by the solar mass, we find that the orbital period should decrease at a rate of $53.2\left(\mathcal{M} / M_{\odot}\right)^{5 / 3}$ microseconds per year. Out of an orbital period of almost eight hours, this is a dauntingly small effect, but one that could nevertheless be measured. This required a change of data-analysis strategy, from measuring pulse periods to measuring pulse arrival times (as described in Sec. 10.3.6), and improvements of the instrumentation at the Arecibo
telescope, to better handle the effects of interstellar dispersion on the radio signals. After collecting data for a few short years, Taylor and colleagues were able to report the first measurement of the period decrease in December 1979.

The measurement of $d P / d t$ can only be compared with the relativistic prediction when the chirp mass $\mathcal{M}$ is known. Fortunately, the measured pericenter advance of 4.2 degrees per year gives the total mass - refer to Eq. (10.17) - and the arrival-time analysis also yields the combination of masses $\left(M_{1}+2 M_{2}\right) M_{2}$ via the periodic term in Eq. (10.135). These data produced precise values for the pulsar and companion masses, $(1.4398 \pm 0.0002) M_{\odot}$ and $(1.3886 \pm 0.0002) M_{\odot}$ respectively, and thus a precise prediction of $d P / d t=-(2.402531 \pm 0.000014) \times 10^{-12}$, in beautiful agreement with the measurement.

While the value of $d P / d t$ reported by Taylor in 1979 had measurement errors of 10 percent, the errors have steadily decreased over time, and they are now at the level of about 0.05 percent. At this level of precision it is necessary to take into account the relative acceleration between the binary pulsar and the solar system caused by the differential rotation of the galaxy. This causes all observed periods in the binary-pulsar system to vary slowly with time. The best estimates of the galactic effect yield a small correction $(d P / d t)_{\text {gal }}=-(0.027 \pm 0.005) \times 10^{-12}$, so that the agreement between the observed radiative loss and the prediction of the quadrupole formula can be expressed as

$$
\begin{equation*}
\frac{(d P / d t)_{\mathrm{obs}}}{(d P / d t)_{\mathrm{GR}}}=0.997 \pm 0.002 \tag{12.91}
\end{equation*}
$$

This has been widely hailed as definitive, albeit indirect, evidence for the existence of gravitational radiation, and Taylor and Hulse were rewarded for this discovery with the 1993 Nobel Prize in Physics.

Interestingly, while continued observation of the system will provide more precise measurements of $d P / d t$ (the statistical errors on such drifting parameters tend to decrease as $T^{-3 / 2}$, where $T$ is the observation time), they will not produce an improved test of the quadrupole formula. This is because the measurement of $d P / d t$ is now limited by our poor understanding of the galaxy's differential rotation, and the uncertainties associated with it are unlikely to ever be reduced. In fact, the tables can be turned: the assumed validity of the quadrupole formula combined with the observed $d P / d t$ provides a better measure of the relative acceleration than is likely to be obtained by standard astronomical techniques.

Many other binary pulsars have been found since Hulse and Taylor's discovery, almost 100 to date and counting. One of the most remarkable is the "double pulsar" J0737-3039A\&B, discovered in 2003. Whereas a single active pulsar was detected in the Hulse-Taylor system (the companion is believed to be a very old, essentially "dead" pulsar), here both objects, denoted $A$ and $B$, were detected as pulsars. The orbit is very relativistic, with an orbital period of only a tenth of a day, and a pericenter advance of almost 17 degrees per year (see Table 12.1). The orbit is observed almost edge on, so that in addition to the three relativistic effects measured in the Hulse-Taylor binary pulsar (pericenter advance, redshift-time dilation effect, and period decrease), it is also possible to measure the Shapiro time delay of the signal from the stronger pulsar as it passes by the companion once per orbit. This delivers a precise determination of the masses $-M_{A}=(1.3381 \pm 0.0007) M_{\odot}$
and $M_{B}=(1.2489 \pm 0.0007) M_{\odot}-$ and the period derivative has already been measured to two-percent accuracy. Ultimately this system will yield a more precise test of the quadrupole formula than did PSR 1913+16, partly because the main pulsar has a narrower pulse profile, leading to a more precise timing of the pulse arrivals, but mainly because the system is closer to the Earth and in a favorable location within the galaxy, so that the galactic acceleration is essentially negligible (the acceleration is predominantly transverse to the line of sight). Another remarkable feature of the double pulsar is that it is no longer double: since its discovery the spin axis of the secondary pulsar has shifted in direction, thanks to the relativistic geodetic precession reviewed in Sec. 10.4.3, and as a consequence the pulsar beam is no longer intersecting the Earth. This is another example of a post-Newtonian effect with practical consequences, at least for the radio astronomers who keep observing the double pulsar.

### 12.4.2 Inspiralling compact binaries

In due course, radiative losses bring the two neutron stars of a binary-pulsar system into such close proximity that their orbital periods are measured in fractions of a second rather than hours. At this stage the gravitational waves emitted by the binary system enter the frequency band of a ground-based laser interferometric detector such as LIGO and Virgo, namely the band which lies between approximately 10 Hz and 1000 Hz . It is totally pointless to wait around for this to happen, however, because the required time is extremely long. In the limit of small eccentricities, it is straightforward to estimate the inspiral time by integrating Eq. (12.84) from $a$ 's present value to a final value of effectively zero. The present value and the total mass $m$ can be conveniently expressed in terms of the orbital period $P$ and the observed rate of pericenter advance $\dot{\omega}$. For the special case of almost equal masses ( $\eta=1 / 4$ ), this calculation yields

$$
\begin{equation*}
T=\frac{5}{128}\left(\frac{6 \pi}{\dot{\omega}}\right)^{5 / 2}\left(\frac{1}{P}\right)^{3 / 2} \approx 1.9 \times 10^{8}\left(\frac{5^{\circ} / \mathrm{yr}}{\dot{\omega}}\right)^{5 / 2}\left(\frac{1 \text { day }}{P}\right)^{3 / 2} \mathrm{yr} \tag{12.92}
\end{equation*}
$$

and we see that for a typical binary pulsar, the inspiral time is of the order of 200 million years. A more eccentric orbit starting with the same $a$ would give rise to a shorter time scale, because of the excess radiative loss induced by the rapidly changing velocities near pericenter (refer to Fig. 12.1).

The important point about this time scale, long as it may seem, is that it is still short compared to the age of typical galaxies like the Milky Way. There is therefore a chance that a binary pulsar born 200 million years ago in a nearby galaxy would be in its final death spiral today, emitting a detectable burst of gravitational waves. Such systems, called "inspiralling compact binaries" (they could also involve black holes), are a highly anticipated source of gravitational waves for detection by the LIGO-Virgo class of interferometers. Based on the small number of relativistic binary pulsars that have been observed to date, it is possible to estimate that one such inspiral could occur once every million years (give or take an order or magnitude) in a galaxy like ours. With detectors capable of measuring gravitational waves in a volume that contains millions of galaxies, as will be the case with advanced versions of the LIGO and Virgo instruments, the number of detectable events becomes interesting.

Another important feature of radiative losses is the circularization of orbits. When the gravitational waves from an inspiralling compact binary enter the frequency band of the LIGO and Virgo instruments, the system's semi-major axis $a$ is of the order of 1000 km or less, and is therefore much smaller than its initial value $a_{0}$. Equation (12.89) then implies that the orbital eccentricity will be vanishingly small, irrespective of its initial value. This circumstance greatly simplifies the nature of the expected gravitational-wave signal, and reduces the challenge of devising data-analysis strategies to measure the waves.

Because the interferometers are broad-band detectors, they effectively detect the gravitational wavetrain cycle by cycle, measuring not only the varying strength within each cycle, but also the varying frequency as the inspiral proceeds. Studies of optimal detection strategies have shown that these measurements, particularly of the varying wave frequency or phase, can be very accurate, depending of course on the strength of the signal compared to instrumental noise. To exploit these optimal strategies, one must be able to predict the evolution of the phase to high accuracy, and this requires going beyond the quadrupole formula by incorporating higher-order post-Newtonian corrections in calculations of the gravitational-wave signal.

With this in mind, we now calculate the first post-Newtonian corrections to the fluxes of energy, momentum, and angular momentum emitted by a binary system in circular orbit, and infer the rate at which the orbital frequency changes with time. The gravitational waves emitted by a post-Newtonian binary system in circular motion were calculated in Sec. 11.4.6. There we introduced

$$
\begin{equation*}
\beta:=\left(\frac{G m \Omega}{c^{3}}\right)^{1 / 3} \tag{12.93}
\end{equation*}
$$

as a meaningful post-Newtonian expansion parameter, defined directly in terms of the total mass $m$ and orbital frequency $\Omega$. The orbital velocity is then given by $v / c=\beta[1-$ $\left.\frac{1}{3}(3-\eta) \beta^{2}+O\left(\beta^{4}\right)\right]$, and the orbital radius is determined from $G m /\left(c^{2} r\right)=\beta^{2}\left[1+\frac{1}{3}(3-\right.$ ๆ) $\left.\beta^{2}+O\left(\beta^{4}\right)\right]$. The gravitational-wave polarizations are expressed as

$$
\begin{equation*}
h_{+, \times}=\frac{2 \eta G m}{c^{2} R} \beta^{2} H_{+, \times} \tag{12.94}
\end{equation*}
$$

with $H_{+, x}$ expanded as

$$
\begin{equation*}
H_{+, x}=H_{+, \times}^{[0]}+\Delta \beta H_{+, \times}^{[1 / 2]}+\beta^{2} H_{+, \times}^{[1]}+\Delta \beta^{3} H_{+, \times}^{[3 / 2]}+\beta^{3} H_{+, \times}^{\text {tail }}+O\left(\beta^{4}\right) \tag{12.95}
\end{equation*}
$$

where $\Delta:=\left(M_{1}-M_{2}\right) / m$ is the dimensionless mass difference. Each contribution $H_{+, \times}^{[n]}$ is a function of the inclination angle $\iota$ and of the orbital phase $\Psi:=\Omega \tau+\omega$, where $\omega$ is a second orientation angle. Explicit expressions appear in Eqs. (11.296) and (11.297).

The most efficient way to compute $\mathcal{P}, \mathcal{F}^{j}$, and $\mathcal{T}^{j k}$ is to proceed via Eqs. (12.45), (12.46), and (12.48), which express the fluxes directly in terms of the gravitational-wave polarizations. To reflect the choice of transverse basis made here (and inherited from Sec. 11.2.2), we make the identifications $\vartheta=\iota$ and $\varphi=\frac{\pi}{2}-\omega$. Because the time dependence of each polarization is contained in the orbital phase $\Psi$, derivatives with respect to $\tau$ can be evaluated as $\partial_{\tau}=\Omega \partial_{\Psi}$, and derivatives with respect to $\varphi$ can similarly be expressed as $-\partial_{\Psi}$.

Simple computations return

$$
\begin{align*}
\mathcal{P} & =\frac{32}{5} \eta^{2} \frac{c^{5}}{G} \beta^{10}\left[1-\left(\frac{1247}{336}+\frac{35}{12} \eta\right) \beta^{2}+4 \pi \beta^{3}+O\left(\beta^{4}\right)\right]  \tag{12.96a}\\
\mathcal{F}^{x} & =\frac{464}{105} \Delta \eta^{2} \frac{c^{4}}{G} \beta^{11}\left[1-\left(\frac{452}{87}+\frac{1139}{522} \eta\right) \beta^{2}+O\left(\beta^{3}\right)\right] \sin \Omega \tau  \tag{12.96b}\\
\mathcal{F}^{y} & =-\frac{464}{105} \Delta \eta^{2} \frac{c^{4}}{G} \beta^{11}\left[1-\left(\frac{452}{87}+\frac{1139}{522} \eta\right) \beta^{2}+O\left(\beta^{3}\right)\right] \cos \Omega \tau \tag{12.96c}
\end{align*}
$$

We also have that $\mathcal{F}^{z}=0=\mathcal{T}^{y z}=\mathcal{T}^{z x}$, and $\mathcal{T}^{x y}$ is related to $\mathcal{P}$ by $\mathcal{P}=\Omega \mathcal{T}^{x y}$. We see that these expressions reduce to Eqs. (12.79) when $\beta \ll 1$.

We observe that $\mathcal{P}$ contains no correction term at order $\beta$, in spite of the fact that the gravitational-wave polarizations do possess such terms; a 0.5 PN correction to the energy flux would have to come from an interaction between the $H^{[0]}$ and $H^{[1 / 2]}$ terms within $H$, but because these signals are out of phase, the interaction produces no flux. We observe also that $\mathcal{P}$ contains a term at order $\beta^{3}$, and such a term has three possible origins. First, it might have originated from an interaction between $H^{[0]}$ and $H^{[3 / 2]}$, but this produces no flux because these signals also are out of phase. Second, it might have originated from an interaction between $H^{[1]}$ and $H^{[1 / 2]}$, but this does not contribute for the same reason. The only remaining possibility is an interaction between $H^{[0]}$ and $H^{\text {tail }}$; these signals are in phase, and their interaction does indeed contribute to the energy flux. The $4 \pi \beta^{3}$ term within Eq. (12.96a) has its origin in the tail effect; it is a wave-propagation correction to the leading-order expression that appears outside the large square brackets.

Taking inspiration from Sec. 12.3.3, we insert the energy flux of Eq. (12.96) within the energy-balance equation $d E / d t=-\mathcal{P}$ to determine the orbital evolution of a postNewtonian binary system. From Eqs. (10.9) and (10.11) we know that the orbital energy of the two-body system is given by

$$
\begin{equation*}
E=-\frac{1}{2} \eta m c^{2} \beta^{2}\left[1-\frac{1}{12}(9+\eta) \beta^{2}+O\left(\beta^{4}\right)\right] \tag{12.97}
\end{equation*}
$$

and $d E / d t$ is therefore related to $d \beta / d t$, the rate of change of the velocity parameter of Eq. (12.93). Solving for this yields

$$
\begin{equation*}
\frac{d \beta}{d t}=\frac{32}{5} \eta \frac{c^{3}}{G m} \beta^{9}\left[1-\left(\frac{743}{336}+\frac{11}{4} \eta\right) \beta^{2}+4 \pi \beta^{3}+O\left(\beta^{4}\right)\right] \tag{12.98}
\end{equation*}
$$

and integration produces $\Omega$ as a function of time.
We have computed the orbital evolution of a circular binary system through 1.5pN order beyond the leading order, quadrupole-formula expression. This degree of accuracy is not sufficient for the purpose of measuring gravitational waves with the advanced LIGO and Virgo detectors. For this it is proving necessary to calculate the energy flux and the resulting expression for $d \beta / d t$ through 3.5PN order beyond the quadrupole formula.

### 12.4.3 "How black holes get their kicks"

[The title of this section is borrowed from a seminal paper on black-hole recoils by Marc Favata, Scott Hughes, and Daniel Holz (2004). It inspired others to title their papers with equally bad puns. Among the notable cases we find Getting a kick out of numerical relativity by Baker et al. (2006), and Total recoil by Gonzalez et al. (2007).]

Another radiative loss with potentially important astrophysical consequences is the radiation of linear momentum and the resulting recoil of the system. This is particularly important for binary inspirals. Because momentum is radiated in the direction of motion of the lighter body, the center-of-mass of the system must recoil in the opposite direction. But this direction is continually changing as the bodies move on their orbits, and the center-ofmass spirals outward from its initial position, with a growing radius and an ever increasing speed as the radiation gains in intensity. Finally, after the bodies have merged and settled down to a stationary state (frequently a rotating black hole), the center-of-mass moves off with whatever velocity it had when the radiation terminated.

This so-called "kick velocity" can easily be estimated for an inspiralling circular orbit. We appeal to Eqs. (12.79b) and (12.79c), which inform us that the center-of-mass must recoil according to

$$
\begin{equation*}
\frac{d \boldsymbol{P}}{d t}=-\mathcal{F}=\frac{464}{105} \Delta \eta^{2} \frac{c^{4}}{G}(v / c)^{11} \lambda, \tag{12.99}
\end{equation*}
$$

where $\lambda=[-\sin \phi, \cos \phi, 0]$ is tangent to the orbit. As we observed back in Eqs. (12.82b) and (12.82c), the averaged momentum flux vanishes when the orbital speed and frequency are constant. During an inspiral, however, the speed and frequency increase with time (over a very long radiation-reaction time scale), and the long-term average does not vanish. Integrating Eq. (12.99) from $t=-\infty$ to the present time using an adiabatic approximation, we find that the final kick velocity is given by (see Exercise 12.7)

$$
\begin{equation*}
\boldsymbol{V}_{\text {kick }}=\frac{464}{105} \Delta \eta^{2}\left(\frac{G m}{c^{2} a}\right)^{4} c \boldsymbol{n} \tag{12.100}
\end{equation*}
$$

modulo corrections of higher post-Newtonian order. Note that for a given final orbital velocity $v \sim \sqrt{G m / a}$, the kick velocity is independent of the total mass of the system. It is directed along $\boldsymbol{n}=[\cos \phi, \sin \phi, 0]$, toward the more massive body. It vanishes in the limit of equal masses $(\Delta=0)$ by symmetry.

For a final separation of $a=10 \mathrm{Gm} / \mathrm{c}^{2}$, the recoil speed is equal to $133 \Delta \eta^{2} \mathrm{~km} / \mathrm{s}$. Because Eq. (12.100) is valid only for $G m / c^{2} a \ll 1$, it cannot be trusted for smaller separations, but it should continue to give a reliable order-of-magnitude estimate of the recoil. Numerical simulations of the final inspiral of two non-rotating black holes have produced maximum kick velocities of around $175 \mathrm{~km} / \mathrm{s}$, for the mass ratio that maximizes the coefficient $\Delta \eta^{2}$. Such velocities are probably too small to be of astrophysical importance. When the black holes are spinning rapidly, however, with spin axes misaligned relative to each other and to the orbital angular momentum, the simulations have shown that the combination of momentum flux and strong precessions of the orbital plane can result in "superkicks" as high as several thousand kilometers per second. Such velocities are
astrophysically relevant for supermassive black-hole binaries, leading possibly to the ejection of the final black hole from the galaxy that hosted the inspiralling progenitor, or at least to a significant displacement of the final hole from the central core of the galaxy. There is now preliminary evidence for situations in which an accreting massive black hole is apparently displaced and moving away from the center of its host galaxy, with a velocity characteristic of a superkick.

### 12.5 Radiation-reaction potentials

In this section and the following ones we return to the near zone and work on obtaining expressions for the radiation-reaction force acting within a matter distribution. The analogous situation in electromagnetism was examined in Sec. 12.1.4, where we explained that the radiation-reaction force arises from terms in the potentials that come with an odd power of the expansion parameter $c^{-1}$. In electromagnetism the leading-order term in the radiation-reaction force scales as $c^{-3}$, and represents a 1.5 PC correction to the equations of motion; the scaling reflects the fact that radiative losses are dominated by electric dipole radiation. We recall that we were able to obtain the radiation-reaction force at 1.5 PC order without having to calculate conservative corrections to the equations of motion at 1PC order.

The situation is similar in gravitation. Here also the radiation-reaction force arises from terms in the potentials that come with odd powers of $c^{-1}$ in a post-Newtonian expansion. In this case, however, we shall find that the force scales as $c^{-5}$ to reflect the fact that radiative losses are dominated by mass quadrupole radiation; the radiation-reaction force represents a 2.5 PN correction to the equations of motion. Conservative corrections at 1 PN order were obtained in Secs. 8.4 and 9.3, and we shall see that the computations at 2.5 PN order are insensitive to corrections at 2 PN order; these are not required for our discussion, and they will not be computed.

In this section we calculate the gravitational potentials that give rise to the radiationreaction force. Our final results are summarized in Box 12.3. In Sec. 12.6 we involve these potentials in a calculation of the radiation-reaction force acting within a perfect fluid. In Sec. 12.7 we specialize these results to a system of well-separated bodies. In Sec. 12.8 we examine alternative gauges that simplify the description of radiation reaction, and in Sec. 12.9 we calculate the orbital evolution of a two-body system under radiation reaction.

### 12.5.1 Near-zone potentials

A large part of the work required to identify the potentials responsible for radiation reaction has already been done back in Sec. 7.1.2. There we saw that the potentials are decomposed as $h^{\alpha \beta}=h_{\mathscr{N}}^{\alpha \beta}+h_{\mathscr{W}}^{\alpha \beta}$, into contributions from a near-zone domain $\mathscr{N}$ and a complementary wave-zone domain $\mathscr{W}$. The potentials $h_{N}^{\alpha \beta}$ were expanded in powers of $c^{-1}$, up to and including $O\left(c^{-7}\right)$ for $h_{\mathscr{N}}^{00}, O\left(c^{-6}\right)$ for $h_{\mathscr{N}}^{0 j}$, and $O\left(c^{-5}\right)$ for $h_{\mathscr{N}}^{j k}$; judicious use was made of the conservation equations $\partial_{\beta} \tau^{\alpha \beta}=0$ to convert some terms into surface integrals at the
boundary of the near zone. In Eqs. (7.15) we obtained the expressions

$$
\begin{align*}
& h_{\mathscr{N}}^{00}=\frac{4 G}{c^{2}}\left\{\int_{\mathscr{M}} \frac{c^{-2} \tau^{00}}{\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right|} d^{3} x^{\prime}+\frac{1}{2 c^{2}} \frac{\partial^{2}}{\partial t^{2}} \int_{\mathscr{M}} c^{-2} \tau^{00}\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right| d^{3} x^{\prime}\right. \\
& -\frac{1}{6 c^{3}} \stackrel{(3)}{\mathcal{I}}^{k k}(t)+\frac{1}{24 c^{4}} \frac{\partial^{4}}{\partial t^{4}} \int_{\mathscr{M}} c^{-2} \tau^{00}\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right|^{3} d^{3} x^{\prime} \\
& -\frac{1}{120 c^{5}}\left[\left(4 x^{k} x^{l}+2 r^{2} \delta^{k l}\right) \stackrel{(5)}{\mathcal{I}} k l^{k l}(t)-4 x^{k} \stackrel{\mathcal{I}}{ }^{(5)} k l(t)+\mathcal{I}^{\text {(S) }} k k l(t)\right] \\
& \left.+O\left(c^{-6}\right)\right\}+h^{00}[\partial \mathscr{M}],  \tag{12.101a}\\
& h_{\mathscr{N}}^{0 j}=\frac{4 G}{c^{3}}\left\{\int_{\mathscr{M}} \frac{c^{-1} \tau^{0 j}}{\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right|} d^{3} x^{\prime}+\frac{1}{2 c^{2}} \frac{\partial^{2}}{\partial t^{2}} \int_{\mathscr{M}} c^{-1} \tau^{0 j}\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right| d^{3} x^{\prime}\right. \\
& +\frac{1}{18 c^{3}}\left[3 x^{k} \stackrel{(4)}{\mathcal{I}}^{j k}(t)-\stackrel{(4)}{\mathcal{I}}^{j k k}(t)+2 \epsilon^{m j k} \stackrel{(3)}{\mathcal{J}}^{m k}(t)\right] \\
& \left.+O\left(c^{-4}\right)\right\}+h^{0 j}[\partial \mathscr{M}],  \tag{12.101b}\\
& h_{\mathscr{N}}^{j k}=\frac{4 G}{c^{4}}\left\{\int_{\mathscr{M}} \frac{\tau^{j k}}{\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right|} d^{3} x^{\prime}-\frac{1}{2 c} \stackrel{(3)}{\mathcal{I}}^{j k}(t)+\frac{1}{2 c^{2}} \frac{\partial^{2}}{\partial t^{2}} \int_{\mathscr{M}} \tau^{j k}\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right| d^{3} x^{\prime}\right. \\
& -\frac{1}{36 c^{3}}\left[3 r^{2} \stackrel{(5)}{\mathcal{I}}^{j k}(t)-2 x^{m} \mathcal{I}^{(5)}{ }^{j k m}(t)-8 x^{n} \epsilon^{m n(j} \stackrel{(4)}{\mathcal{J}}^{m \mid k)}(t)+6 \mathcal{M}^{j k m m}(t)\right] \\
& \left.+O\left(c^{-4}\right)\right\}+h^{j k}[\partial \mathscr{M}] . \tag{12.101c}
\end{align*}
$$

In each Poisson integral the components of the effective energy-momentum pseudotensor $\tau^{\alpha \beta}$ are expressed as functions of $t$ and $\boldsymbol{x}^{\prime}$, and the integration is over the near-zone domain $\mathscr{M}$ defined by $r^{\prime}:=\left|\boldsymbol{x}^{\prime}\right|<\mathcal{R}$, where $\mathcal{R}$ is the arbitrary cutoff radius between the near and wave zones. As we explained back in Sec. 6.3.3, we are interested in the $\mathcal{R}$-independent pieces of each integral.

The various multipole moments that appear in the potentials were defined by Eqs. (7.16); for convenience we list them explicitly here:

$$
\begin{align*}
\mathcal{I}^{k l}(t) & :=\int_{\mathscr{M}} c^{-2} \tau^{00}(t, \boldsymbol{x}) x^{k} x^{l} d^{3} x  \tag{12.102a}\\
\mathcal{I}^{j k m}(t) & :=\int_{\mathscr{M}} c^{-2} \tau^{00}(t, \boldsymbol{x}) x^{j} x^{k} x^{l} d^{3} x  \tag{12.102b}\\
\mathcal{I}^{k l l}(t) & :=\int_{\mathscr{M}} c^{-2} \tau^{00}(t, \boldsymbol{x}) x^{k} r^{2} d^{3} x  \tag{12.102c}\\
\mathcal{I}^{k k l l}(t) & :=\int_{\mathscr{M}} c^{-2} \tau^{00}(t, \boldsymbol{x}) r^{4} d^{3} x  \tag{12.102d}\\
\mathcal{J}^{m k}(t) & :=\epsilon^{m a b} \int_{\mathscr{M}} c^{-1} \tau^{0 b}(t, \boldsymbol{x}) x^{a} x^{k} d^{3} x  \tag{12.102e}\\
\mathcal{M}^{j k m m} & :=\int_{\mathscr{M}} \tau^{j k}(t, \boldsymbol{x}) r^{2} d^{3} x \tag{12.102f}
\end{align*}
$$

We explained in Box 7.1 how the multipole moments end up appearing in the expansions of $h_{N}^{\alpha \beta}$ in powers of $c^{-1}$, and how these manipulations give rise to additional boundary terms $h^{\alpha \beta}[\partial \mathscr{M}]$. All such boundary terms must be carefully examined, and we assert that at all post-Newtonian orders to be considered in this section, the boundary terms contain no $\mathcal{R}$-independent pieces, and they can therefore be safely discarded. We shall not prove this assertion here, but you may be comforted with the assurance that each boundary term in Eq. (12.101) was examined by us and shown to make no $\mathcal{R}$-independent contribution to the potentials.

It was established back in Sec. 7.3.4 that $h_{\mathscr{W}}^{\alpha \beta}$ first makes a contribution at 3pN order in the near zone, and because our considerations in this section are limited to 2.5 pN order, this can be ignored. The complete near-zone potentials $h^{\alpha \beta}$ can therefore be identified with those of Eqs. (12.101).

### 12.5.2 Odd terms in the potentials

The terms that come with an odd power of $c^{-1}$ within the curly brackets in Eqs. (12.101) will be the focus of our attention; it is these that are responsible for the radiation reaction. We have to keep in mind that while some factors of $c^{-1}$ appear explicitly in these equations, some are contained implicitly in the source functions $\tau^{\alpha \beta}$. To identify the explicit and implicit odd terms, it is useful to introduce the notation

$$
\begin{equation*}
h^{00}:=\frac{4}{c^{2}} V, \quad h^{0 j}:=\frac{4}{c^{3}} V^{j}, \quad h^{j k}:=\frac{4}{c^{4}} W^{j k} \tag{12.103}
\end{equation*}
$$

for the potentials, and the notation

$$
\begin{equation*}
\tau^{00}:=\varrho c^{2}, \quad \tau^{0 j}:=s^{j} c \quad \tau^{j k}:=\tau^{j k} \tag{12.104}
\end{equation*}
$$

for the source functions. We next express the post-Newtonian expansion of the potentials as

$$
\begin{align*}
V & =V[0]+c^{-2} V[2]+c^{-4} V[4]+O\left(c^{-6}\right)+c^{-3} V[3]+c^{-5} V[5]+O\left(c^{-7}\right),  \tag{12.105a}\\
V^{j} & =V^{j}[0]+c^{-2} V^{j}[2]+O\left(c^{-4}\right)+c^{-3} V^{j}[3]+O\left(c^{-5}\right),  \tag{12.105b}\\
W^{j k} & =W^{j k}[0]+c^{-2} W^{j k}[2]+O\left(c^{-4}\right)+c^{-1} W^{j k}[1]+c^{-3} W^{j k}[3]+O\left(c^{-5}\right), \tag{12.105c}
\end{align*}
$$

where we have separated the odd-order terms from the even-order terms, and we express the post-Newtonian expansion of the source functions as

$$
\begin{align*}
\varrho & =\varrho[0]+c^{-2} \varrho[2]+c^{-4} \varrho[4]+O\left(c^{-6}\right)+c^{-5} \varrho[5]+O\left(c^{-7}\right),  \tag{12.106a}\\
s^{j} & =s^{j}[0]+c^{-2} s^{j}[2]+O\left(c^{-4}\right)+c^{-5} s^{j}[5]+O\left(c^{-7}\right),  \tag{12.106b}\\
\tau^{j k} & =\tau^{j k}[0]+c^{-2} \tau^{j k}[2]+O\left(c^{-4}\right)+c^{-5} \tau^{j k}[5]+O\left(c^{-7}\right) . \tag{12.106c}
\end{align*}
$$

The expansions of Eqs. (12.105) are directly imported from Eqs. (12.101). The expansions of Eqs. (12.106), however, incorporate an assumption that the odd terms in the source functions begin at order $c^{-5}$; this assumption will be justified below.

When we substitute Eqs. (12.106) into Eqs. (12.101) and read off the various odd potentials from Eqs. (12.105), we find that

$$
\begin{align*}
& V[3]=-\frac{1}{6} G \mathcal{I}^{(3)}[0],  \tag{12.107a}\\
& V[5]=G \int_{\mathscr{M}} \frac{\varrho[5]}{\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right|} d^{3} x^{\prime}-\frac{1}{6} G \mathcal{I}^{(3)}[2] \\
& -\frac{1}{120} G\left\{\left(4 x^{k} x^{l}+2 r^{2} \delta^{k l}\right) \stackrel{(5)}{\mathcal{I}}{ }^{k l}[0]-4 x^{k} \stackrel{(5)}{\mathcal{I}} k l l^{k}[0]+\stackrel{(5)}{\mathcal{I}}^{k k l l}[0]\right\} \text {, }  \tag{12.107b}\\
& V^{j}[3]=\frac{1}{18} G\left\{3 x^{k} \stackrel{(4)}{\mathcal{I}}^{j k}[0]-\stackrel{(4)}{\mathcal{I}}^{j k k}[0]+2 \epsilon^{m j k} \stackrel{(3)}{\mathcal{J}}^{m k}[0]\right\},  \tag{12.107c}\\
& W^{j k}[3]=-\frac{1}{2} G \stackrel{(3)}{\mathcal{I}}^{j k}[0],  \tag{12.107~d}\\
& W^{j k}[5]=-\frac{1}{2} G{ }^{(3)} \mathcal{I}^{j k}[2]-\frac{1}{36} G\left\{3 r^{2} \stackrel{(5)}{\mathcal{I}}^{j k}[0]-2 x^{m} \stackrel{(5)}{\mathcal{I}}^{j k m}[0]\right. \\
& \left.-8 x^{n} \epsilon^{m n(j} \stackrel{(4)}{\mathcal{J}}^{m \mid k)}[0]+6 \mathcal{M}^{(3)}{ }^{j k m m}[0]\right\} . \tag{12.107e}
\end{align*}
$$

The bracket notation was extended to the multipole moments; for example $\mathcal{I}^{j k}[0]$ is the quadrupole moment constructed from $\varrho[0]$, the 0 PN piece of the effective mass density. We can now appreciate what was meant by implicit and explicit odd terms: Examining the expression for $V[5]$, we see that the terms involving the multipole moments were listed explicitly in Eqs. (12.101), but that the Poisson integral involving $\varrho[5]$ was present only implicitly; it has now become fully explicit, thanks to the expansions of Eqs. (12.106). For future reference we note that

$$
\begin{equation*}
W[1]:=\delta_{j k} W^{j k}[1]=3 V[3]=-\frac{1}{2} G \mathcal{I}^{(3)} k k[0] \tag{12.108}
\end{equation*}
$$

is an immediate consequence of Eqs. (12.107).

### 12.5.3 Odd terms in the effective energy-momentum tensor

To proceed we must justify the assumption made in Eqs. (12.106), that the odd terms in $\varrho$, $s^{j}$, and $\tau^{j k}$ begin at order $c^{-5}$, and we must obtain an expression for $\varrho[5]$. We recall that the effective energy-momentum pseudotensor is defined by Eq. (6.52); it is given by

$$
\begin{equation*}
\tau^{\alpha \beta}=(-g)\left(T^{\alpha \beta}+t_{\mathrm{LL}}^{\alpha \beta}+t_{\mathrm{H}}^{\alpha \beta}\right) \tag{12.109}
\end{equation*}
$$

in terms of a material contribution $T^{\alpha \beta}$, the Landau-Lifshitz pseudotensor $t_{\mathrm{LL}}^{\alpha \beta}$ of Eq. (6.5), and the harmonic pseudotensor $t_{\mathrm{H}}^{\alpha \beta}$ of Eq. (6.53).

We begin with an examination of the material contribution. As usual we take the matter distribution to consist of a perfect fluid, and we adopt the set of variables $m:=\left\{\rho^{*}, p, \Pi, \boldsymbol{v}\right\}$ that was first introduced in Sec. 7.1.1. Here $\rho^{*}:=\sqrt{-g} \gamma \rho$ is the conserved mass density, $p$ is the pressure, $\Pi$ is the specific internal energy, and $\boldsymbol{v}$ is the velocity field; we also have that $\rho$ is the fluid's proper mass density, $g$ is the metric determinant, and $\gamma:=u^{0} / c$ is determined by the normalization condition $g_{\alpha \beta} u^{\alpha} u^{\beta}=-c^{2}$ for the spacetime velocity field $u^{\alpha}:=\gamma(c, \boldsymbol{v})$. We recall that $\rho^{*}$ satisfies the continuity equation $\partial_{t} \rho^{*}+\partial_{j}\left(\rho^{*} v^{j}\right)=0$, which expresses conservation of rest mass, and that the fluid's energy-momentum tensor is given by

$$
\begin{equation*}
T^{\alpha \beta}=\left(\rho+\epsilon / c^{2}+p / c^{2}\right) u^{\alpha} u^{\beta}+p g^{\alpha \beta} \tag{12.110}
\end{equation*}
$$

where $\epsilon=\rho \Pi$ is the proper density of internal energy.
Because the metric enters explicitly in Eq. (12.110), the energy-momentum tensor possesses a dependence upon the gravitational potentials, and it therefore contains terms that are odd in $c^{-1}$. To find these we first calculate the metric, which can be obtained from Eqs. (7.23); a short computation reveals that

$$
\begin{align*}
g_{00} & =-1+(\text { even })+\frac{2}{c^{5}}(V[3]+W[1])+O\left(c^{-7}\right),  \tag{12.111a}\\
g_{j k} & =\delta_{j k}+(\text { even })+O\left(c^{-5}\right),  \tag{12.111b}\\
g^{00} & =-1+(\text { even })-\frac{2}{c^{5}}(V[3]+W[1])+O\left(c^{-7}\right),  \tag{12.111c}\\
g^{j k} & =\delta^{j k}+(\text { even })+O\left(c^{-5}\right),  \tag{12.111d}\\
\sqrt{-g} & =1+(\text { even })+\frac{2}{c^{5}}(V[3]-W[1])+O\left(c^{-7}\right), \tag{12.111e}
\end{align*}
$$

where (even) designates terms of order $c^{-2}, c^{-4}$, and so on. As a consequence of Eq. (12.101) we find that the odd terms in $g_{0 j}$ first appear at order $c^{-6}$ and can be neglected. (We are aware that 6 is an even number; we stubbornly call it odd because $g_{0 j}$ is generated mostly by $h^{0 j}=4 V^{j} / c^{3}$, whose leading radiation-reaction piece comes from $V^{j}[3]$. Recall that $g_{0 j}$ couples to $v^{j} / c$ in the energy-momentum tensor, converting the $c^{-6}$ into a genuinely odd term of order $c^{-7}$.) From these expressions for the metric we obtain

$$
\begin{equation*}
\gamma=1+(\text { even })+\frac{1}{c^{5}}(V[3]+W[1])+O\left(c^{-7}\right) \tag{12.112}
\end{equation*}
$$

and conclude that odd terms first appear at order $c^{-5}$ in the energy-momentum tensor. For example, the material contribution to $\varrho$, given by $c^{-2}(-g) T^{00}$, is

$$
\begin{equation*}
\varrho_{\mathrm{matter}}=\rho^{*}\left[1+(\text { even })+\frac{1}{c^{5}}(3 V[3]-W[1])+O\left(c^{-7}\right)\right] \tag{12.113}
\end{equation*}
$$

The relation of Eq. (12.108) implies that the $O\left(c^{-5}\right)$ term actually vanishes, and this means that there is no matter contribution to $\varrho[5]$.

We next examine the Landau-Lifshitz pseudotensor. Its definition is provided by Eq. (6.5), and we express it in the schematic form

$$
\begin{equation*}
(-g) t_{\mathrm{LL}}^{\alpha \beta}=\frac{c^{4}}{16 \pi G}(\partial h \partial h)^{\alpha \beta} \tag{12.114}
\end{equation*}
$$

The overall factor of $c^{4}$ on the right-hand side implies that a term of order $c^{-7}$ in $(\partial h \partial h)^{00}$ makes a contribution to $\varrho$ [5], a term of order $c^{-8}$ in $(\partial h \partial h)^{0 j}$ makes a contribution to $s^{j}$ [5], and a term of order $c^{-9}$ in $(\partial h \partial h)^{j k}$ makes a contribution to $\tau^{j k}[5]$. The various derivatives of the potentials are given by

$$
\begin{align*}
\partial_{n} h^{00} & =\frac{4}{c^{2}}\left\{\partial_{n} V[0]+O\left(c^{-2}\right)+c^{-5} \partial_{n} V[5]+O\left(c^{-7}\right)\right\},  \tag{12.115a}\\
\partial_{n} h^{0 j} & =\frac{4}{c^{3}}\left\{\partial_{n} V^{j}[0]+O\left(c^{-2}\right)+c^{-3} \partial_{n} V^{j}[3]+O\left(c^{-5}\right)\right\},  \tag{12.115b}\\
\partial_{n} h^{j k} & =\frac{4}{c^{4}}\left\{\partial_{n} W^{j k}[0]+O\left(c^{-2}\right)+c^{-3} \partial_{n} W^{j k}[3]+O\left(c^{-5}\right)\right\},  \tag{12.115c}\\
\partial_{0} h^{00} & =\frac{4}{c^{3}}\left\{\partial_{t} V[0]+O\left(c^{-2}\right)+c^{-3} \partial_{t} V[3]+O\left(c^{-5}\right)\right\},  \tag{12.115d}\\
\partial_{0} h^{0 j} & =\frac{4}{c^{4}}\left\{\partial_{t} V^{j}[0]+O\left(c^{-2}\right)+c^{-3} \partial_{t} V^{j}[3]+O\left(c^{-5}\right)\right\},  \tag{12.115e}\\
\partial_{0} h^{j k} & =\frac{4}{c^{5}}\left\{\partial_{t} W^{j k}[0]+O\left(c^{-2}\right)+c^{-1} \partial_{t} W^{j k}[1]+O\left(c^{-3}\right)\right\}, \tag{12.115f}
\end{align*}
$$

in which we have included only the required terms; note that $V[3]$ and $W^{j k}[1]$ do not appear in $\partial_{n} h^{00}$ and $\partial_{n} h^{j k}$, because they do not depend on the spatial coordinates.

Referring to Eq. (6.5), we observe that a typical term in $(\partial h \partial h)^{\alpha \beta}$ actually has the form of $g g \partial h \partial h$. (There are also terms of the form $\operatorname{ggg} g \partial h \partial h$, but they need not be distinguished for the purpose of this argument.) There are two ways of generating terms that contain an odd power of $c^{-1}$. The first is to let $\partial h \partial h$ be odd in $c^{-1}$, and to keep the factor $g g$ even; the second is to let $g g$ be odd, and to keep $\partial h \partial h$ even.

In the first scenario we need to multiply an even term in one of the factors $\partial h$ by an odd term in the remaining $\partial h$. Using the expansions of Eqs. (12.115), we find that the dominant scaling of such products is $c^{-8}$, and that it is produced by the set

$$
\begin{equation*}
\mathscr{S}_{1}=\left\{\partial_{p} h^{00} \partial_{q} h^{0 j}, \partial_{p} h^{00} \partial_{0} h^{00}, \partial_{p} h^{00} \partial_{q} h^{j k}\right\} \tag{12.116}
\end{equation*}
$$

We also find that the set of products

$$
\begin{align*}
\mathscr{S}_{2}= & \left\{\partial_{p} h^{00} \partial_{q} h^{00}, \partial_{p} h^{00} \partial_{q} h^{j k}, \partial_{p} h^{00} \partial_{0} h^{0 j}, \partial_{p} h^{0 j} \partial_{q} h^{0 k},\right. \\
& \left.\partial_{p} h^{0 j} \partial_{0} h^{00}, \partial_{p} h^{0 j} \partial_{0} h^{k n}, \partial_{0} h^{00} \partial_{0} h^{00}, \partial_{0} h^{00} \partial_{0} h^{j k}\right\} \tag{12.117}
\end{align*}
$$

participates at order $c^{-9}$.
In the second scenario we let the factors of $g$ supply the odd terms, and we keep $\partial h \partial h$ even. The leading odd terms in $g$ come at order $c^{-5}$ in $g_{00}$, order $c^{-6}$ in $g_{0 j}$, and order $c^{-5}$ in $g_{j k}$. The leading even term in $\partial h \partial h$ comes from $\partial_{p} h^{00} \partial_{q} h^{00}$ at order $c^{-4}$. After
multiplication we find that the set

$$
\begin{equation*}
\mathscr{S}_{3}=\left\{h^{00} \partial_{p} h^{00} \partial_{q} h^{00}, h^{j k} \partial_{p} h^{00} \partial_{q} h^{00}\right\} \tag{12.118}
\end{equation*}
$$

also participates at order $c^{-9}$.
The next step is to decide how the various terms listed in $\mathscr{S}_{1}, \mathscr{S}_{2}$, and $\mathscr{S}_{3}$ enter in the components of the Landau-Lifshitz pseudotensor. A careful examination of Eq. (6.5) reveals that $\mathscr{S}_{1}$ appears only in $(\partial h \partial h)^{0 j}$, whose dominant odd term therefore scales as $c^{-8}$; this produces a contribution to $s^{j}[5]$. It reveals also that $\mathscr{S}_{2}$ and $\mathscr{S}_{3}$ appear in $(\partial h \partial h)^{00}$ and $(\partial h \partial h)^{j k}$, whose dominant odd terms scale as $c^{-9}$; this produces a contribution to $\varrho[7]$ and $\tau^{j k}[5]$. We conclude from all this that the Landau-Lifshitz pseudotensor makes contributions at the expected odd order to the source functions, but that there is no contribution to $\varrho$ [5].

Finally we examine the harmonic pseudotensor $(-g) t_{\mathrm{H}}^{\alpha \beta}$. A similar sequence of steps allows us to conclude that the leading odd terms make contributions to $\varrho[5], s^{j}[5]$, and $\tau^{j k}[5]$; the assumption contained in Eq. (12.106) is now fully justified. The contribution to $\varrho[5] c^{2}$ is produced by $-\left(c^{4} / 16 \pi G\right) h^{j k} \partial_{j k} h^{00}$ on the right-hand side of Eq. (6.53), and from Eqs. (12.105) and (12.107) we find that this is given by

$$
\begin{equation*}
\varrho[5]=-\frac{1}{\pi G} W^{j k}[1] \partial_{j k} V[0]=\frac{1}{2 \pi} \dddot{\mathcal{I}}^{j k}[0] \partial_{j k} V[0] . \tag{12.119}
\end{equation*}
$$

To put this in its final form we recall that the [0] label refers to the Newtonian limit. The quadrupole moment is therefore the Newtonian moment $I^{j k}$, and $V[0]$ is the Newtonian potential, which was denoted $U$ in previous chapters. What we have obtained, therefore, is

$$
\begin{equation*}
\varrho[5]=\frac{1}{2 \pi} \dddot{I}^{j k} \partial_{j k} U . \tag{12.120}
\end{equation*}
$$

We have also established that no other implicit, odd-order contribution to the effective energy-momentum pseudotensor arises at 2.5 PN order.

### 12.5.4 Radiation-reaction potentials: Final expressions

With $\varrho[5]$ in hand, we may now return to Eq. (12.107) and complete the computation of $V[5]$. We need to evaluate the Poisson integral

$$
\int_{\mathscr{M}} \frac{\varrho[5]}{\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right|} d^{3} x^{\prime}
$$

in which $\varrho[5]$ is expressed as a function of $t$ and $\boldsymbol{x}^{\prime}$. Making the substitution from Eq. (12.120) gives

$$
\begin{equation*}
\int_{\mathscr{M}} \frac{\varrho[5]}{\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right|} d^{3} x^{\prime}=\frac{1}{2 \pi} \dddot{I}^{j k} \int_{\mathscr{M}} \frac{\partial_{j^{\prime} k^{\prime}} U\left(t, \boldsymbol{x}^{\prime}\right)}{\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right|} d^{3} x^{\prime} \tag{12.121}
\end{equation*}
$$

and to deal with this we appeal to integration by parts. We begin by writing

$$
\begin{equation*}
\frac{\partial_{j^{\prime} k^{\prime}} U}{\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right|}=\partial_{j^{\prime}}\left(\frac{\partial_{k^{\prime}} U}{\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right|}\right)-\partial_{k^{\prime}} U \partial_{j^{\prime}} \frac{1}{\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right|} . \tag{12.122}
\end{equation*}
$$

Noting that $\partial_{j^{\prime}}\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right|=-\partial_{j}\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right|$, this is

$$
\begin{equation*}
\frac{\partial_{j^{\prime} k^{\prime}} U}{\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right|}=\partial_{j^{\prime}}\left(\frac{\partial_{k^{\prime}} U}{\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right|}\right)+\partial_{j}\left(\frac{\partial_{k^{\prime}} U}{\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right|}\right) \tag{12.123}
\end{equation*}
$$

Applying this trick once more, we obtain

$$
\begin{equation*}
\frac{\partial_{j^{\prime} k^{\prime}} U}{\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right|}=\partial_{j^{\prime}}\left(\frac{\partial_{k^{\prime}} U}{\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right|}\right)+\partial_{j k^{\prime}}\left(\frac{U}{\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right|}\right)+\partial_{j k}\left(\frac{U}{\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right|}\right) \tag{12.124}
\end{equation*}
$$

Integration yields

$$
\begin{align*}
\int_{\mathscr{M}} \frac{\partial_{j^{\prime} k^{\prime}} U}{\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right|} d^{3} x^{\prime}= & \oint_{\partial \mathscr{M}} \frac{\partial_{k^{\prime}} U}{\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right|} d S_{j}+\partial_{j} \oint_{\partial \mathscr{M}} \frac{U}{\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right|} d S_{k} \\
& +\partial_{j k} \int_{\mathscr{M}} \frac{U}{\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right|} d^{3} x^{\prime} \tag{12.125}
\end{align*}
$$

Inspection of the surface integrals reveals that they scale as $\mathcal{R}^{-1}$ and do not give rise to $\mathcal{R}$-independent contributions to $V[5]$. The remaining volume integral is nothing but $-2 \pi X$, up to an $\mathcal{R}$-dependent constant, where $X$ is the post-Newtonian superpotential defined in Box 7.3. Our final expression for the integral is therefore $-2 \pi \partial_{j k} X$.

We have arrived at

$$
\begin{equation*}
\int_{\mathscr{M}} \frac{\varrho[5]}{\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right|} d^{3} x^{\prime}=-\dddot{I}^{j k} \partial_{j k} X \tag{12.126}
\end{equation*}
$$

This result might have been anticipated on the grounds that the left-hand side is a solution to $\nabla^{2}($ LHS $)=-4 \pi \varrho[5]=-2 \dddot{I}^{j k} \partial_{j k} U=\nabla^{2}\left(-\dddot{I}^{j k} \partial_{j k} X\right)$, since the superpotential is itself a solution to $\nabla^{2} X=2 U$. The discussion of Box 7.3, however, warns us that integration of each side over a truncated domain $\mathscr{M}$ gives rise to boundary integrals that must be examined closely. In this case we have the happy circumstance that all such integrals give rise to $\mathcal{R}$-dependent terms that can be ignored. In other circumstances the surface integrals might have made important contributions, and the detailed calculation presented here would have revealed them.

This computation completes the determination of the radiation-reaction potentials. Our results are summarized in Box 12.3.

## Box 12.3

## Radiation-reaction potentials

The gravitational potentials in the near zone can be expanded as

$$
\begin{aligned}
& h^{00}=\frac{4}{c^{2}}\left\{U+O\left(c^{-2}\right)+c^{-3} V[3]+c^{-5} V[5]+O\left(c^{-7}\right)\right\}, \\
& h^{0 j}=\frac{4}{c^{3}}\left\{U^{j}+O\left(c^{-2}\right)+c^{-3} V^{j}[3]+O\left(c^{-5}\right)\right\}, \\
& h^{j k}=\frac{4}{c^{4}}\left\{P^{j k}+O\left(c^{-2}\right)+c^{-1} W^{j k}[1]+c^{-3} W^{j k}[3]+O\left(c^{-5}\right)\right\},
\end{aligned}
$$

in which $U:=V[0], U^{j}:=V^{j}[0]$, and $P^{j k}:=W^{j k}[0]$ are the leading-order, near-zone potentials listed in Box 7.5. The terms that come with an odd power of $c^{-1}$ are the radiation-reaction potentials, and they are given by

$$
\begin{aligned}
V[3]=- & \frac{1}{6} G \dddot{I}_{k k}, \\
V[5]= & G\left[-\dddot{I}^{j k} \partial_{j k} X-\frac{1}{6} \dddot{\mathcal{I}}_{k k}[2]-\frac{1}{60}\left(r^{2} \delta^{j k}+2 x^{j} x^{k}\right) \stackrel{I}{I}^{j k}\right. \\
& \left.+\frac{1}{30} x^{j} \stackrel{(5)}{I}^{j k k}-\frac{1}{120} \stackrel{(5)}{I}^{j j k k}\right], \\
V^{j}[3]=G & {\left[\frac{1}{6} x^{k} I_{I}^{(4)}-\frac{1}{18} \stackrel{(4)}{I}_{I^{j k k}}-\frac{1}{9} \dddot{J}^{j k k}\right] } \\
W^{j k}[1]=- & \frac{1}{2} G \dddot{I}^{j k}, \\
W^{j k}[3]=G & {\left[-\frac{1}{2} \dddot{\mathcal{I}}^{j k}[2]-\frac{1}{12} r^{2} \stackrel{(5)}{I}^{j k}+\frac{1}{18} x^{p} \stackrel{(5)}{I}^{j k p}\right.} \\
& \left.+\frac{1}{9} x^{p}\left(\stackrel{(4)}{J^{j p k}}+\stackrel{(4)}{J^{k p j}}\right)-\frac{1}{9} \dddot{M} \ddot{M}^{j k p p}\right] .
\end{aligned}
$$

They are expressed in terms of the Newtonian multipole moments

$$
\begin{aligned}
I^{j k} & :=\int \rho^{*} x^{j} x^{k} d^{3} x \\
I^{j k n} & :=\int \rho^{*} x^{j} x^{k} x^{n} d^{3} x \\
I^{j k n p} & :=\int \rho^{*} x^{j} x^{k} x^{n} x^{p} d^{3} x \\
J^{j k n} & :=\int \rho^{*}\left(v^{j} x^{k}-v^{k} x^{j}\right) x^{n} d^{3} x \\
M^{j k n p} & :=\int\left(\rho^{*} v^{j} v^{k}+p \delta^{j k}\right) x^{n} x^{p} d^{3} x
\end{aligned}
$$

These are functions of $t$, and the number of overdots, or the number within an overlaid bracket, indicates the number of differentiations with respect to $t$. The potentials also depend on $c^{-2} \mathcal{I}^{j k}$ [2], the post-Newtonian correction to the quadrupole moment; an expression for this is not be required in subsequent calculations. In addition, $V[5]$ depends on the post-Newtonian superpotential $X$, defined by

$$
X=G \int \rho^{*}\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right| d^{3} x^{\prime}
$$

in which the mass density $\rho^{*}$ is expressed as a function of $t$ and $\boldsymbol{x}^{\prime}$.

### 12.6 Radiation reaction of fluid systems

Our main goal in this section is to calculate the radiation-reaction force density acting within a fluid distribution of conserved mass density $\rho^{*}$, pressure $p$, and velocity field $\boldsymbol{v}$. We rely on the formulation of post-Newtonian fluid dynamics initiated in Sec. 8.4, and work to obtain the terms of order $c^{-5}$ that must be inserted within the post-Newtonian generalization of Euler's equation,

$$
\begin{equation*}
\rho^{*} \frac{d v^{j}}{d t}=\rho^{*} \partial_{j} U-\partial_{j} p+(\text { even })+f^{j}[\mathrm{rr}] \tag{12.127}
\end{equation*}
$$

The first two terms on the right-hand side govern the Newtonian dynamics of the fluid, (even) designates the conservative corrections at 1 PN and 2 PN orders, and $f^{j}[\mathrm{rr}]$ is the radiation-reaction force density that we wish to obtain.

### 12.6.1 Metric, Christoffel symbols, and matter variables

We first determine the pieces of the metric that are involved in the derivation of the radiationreaction force. These are obtained by inserting the potentials of Box 12.3 within Eqs. (7.20). For our purposes here the non-linear terms are important, and after a straightforward computation we obtain

$$
\begin{align*}
g_{00}= & -1+2 c^{-2} U+O\left(c^{-4}\right)+8 c^{-5} V[3]+O\left(c^{-6}\right) \\
& +2 c^{-7}(V[5]+W[3])-24 c^{-7} V[3] U+O\left(c^{-8}\right),  \tag{12.128a}\\
g_{0 j}= & O\left(c^{-3}\right)+O\left(c^{-5}\right)-4 c^{-6} V_{j}[3]+O\left(c^{-7}\right),  \tag{12.128b}\\
g_{j k}= & \delta_{j k}+O\left(c^{-2}\right)+O\left(c^{-4}\right)+4 c^{-5}\left(W_{j k}[1]-\delta_{j k} V[3]\right)+O\left(c^{-6}\right)  \tag{12.128c}\\
g^{00}= & -1-2 c^{-2} U+O\left(c^{-4}\right)-8 c^{-5} V[3]+O\left(c^{-6}\right) \\
& -2 c^{-7}(V[5]+W[3])-8 c^{-7} V[3] U+O\left(c^{-8}\right),  \tag{12.128d}\\
g^{0 j}= & O\left(c^{-3}\right)+O\left(c^{-5}\right)-4 c^{-6} V^{j}[3]+O\left(c^{-7}\right),  \tag{12.128e}\\
g^{j k}= & \delta^{j k}+O\left(c^{-2}\right)+O\left(c^{-4}\right)-4 c^{-5}\left(W^{j k}[1]-\delta^{j k} V[3]\right)+O\left(c^{-6}\right)  \tag{12.128f}\\
\sqrt{-g}= & 1+O\left(c^{-2}\right)+O\left(c^{-4}\right)-4 c^{-5} V[3]+O\left(c^{-6}\right) \tag{12.128~g}
\end{align*}
$$

To arrive at these results we have taken into account the fact that $W[1]=3 V[3]$.
The metric allows us to obtain the radiation-reaction terms in the relevant Christoffel symbols, and another straightforward computation returns

$$
\begin{align*}
c^{2} \Gamma_{00}^{j}= & -\partial_{j} U+O\left(c^{-2}\right)+O\left(c^{-4}\right)-c^{-5} \\
& \times\left(\partial^{j} V[5]+\partial^{j} W[3]+4 \partial_{t} V^{j}[3]-4 W^{j k}[1] \partial_{k} U-8 V[3] \partial^{j} U\right)+O\left(c^{-6}\right) \\
c \Gamma_{0 k}^{j}= & O\left(c^{-2}\right)+O\left(c^{-4}\right)+2 c^{-5}\left(\partial_{j} V_{k}[3]-\partial_{k} V_{j}[3]+\partial_{t} W_{j k}[1]\right.  \tag{12.129a}\\
& \left.\quad-\delta_{j k} \partial_{t} V[3]\right)+O\left(c^{-6}\right),  \tag{12.129b}\\
\Gamma_{k n}^{j}= & O\left(c^{-2}\right)+O\left(c^{-4}\right)+O\left(c^{-6}\right) . \tag{12.129c}
\end{align*}
$$

We observe that since the $c^{-5}$ term in $g_{00}$ depends on time only, there is no contribution at order $c^{-3}$ in $\Gamma_{00}^{j}$. This is connected to the fact, discussed back in Sec. 7.3.5, that the $c^{-5}$ term in $g_{00}$ can be removed by the coordinate transformation

$$
\begin{equation*}
t=t^{\prime}-\frac{2 G}{3 c^{5}} \ddot{I}^{k k}\left(t^{\prime}\right)+O\left(c^{-7}\right), \tag{12.130}
\end{equation*}
$$

so that it has no physical effect on the motion of matter. This removal works only at order $c^{-5}$; the transformation generates corrections at order $c^{-7}$ that depend on $\dddot{I}^{k k}$, as can be expected from the presence of $-8 V[3] \partial^{j} U$ in $\Gamma_{00}^{j}$. Similarly, because the $c^{-5}$ term in $g_{j k}$ depends on time only, there is no contribution at order $c^{-5}$ in the purely spatial components of the Christoffel symbols.

We next turn to the matter variables, which were introduced in Sec. 12.5.3. We re-express Eq. (12.112) as

$$
\begin{equation*}
\gamma=1+O\left(c^{-2}\right)+O\left(c^{-4}\right)+4 c^{-5} V[3]+O\left(c^{-6}\right) \tag{12.131}
\end{equation*}
$$

and observe that the terms of order $c^{-5}$ cancel out in

$$
\begin{equation*}
\gamma \sqrt{-g}=1+O\left(c^{-2}\right)+O\left(c^{-4}\right)+O\left(c^{-6}\right) \tag{12.132}
\end{equation*}
$$

From Eq. (12.110) we obtain

$$
\begin{align*}
c^{-2} \sqrt{-g} T^{00}= & \gamma \rho^{*}+O\left(c^{-2}\right)+O\left(c^{-4}\right)+O\left(c^{-6}\right),  \tag{12.133a}\\
c^{-1} \sqrt{-g} T^{0 j}= & \gamma \rho^{*} v^{j}+O\left(c^{-2}\right)+O\left(c^{-4}\right)+O\left(c^{-6}\right),  \tag{12.133b}\\
\sqrt{-g} T^{j k}= & \gamma \rho^{*} v^{j} v^{k}+p \delta^{j k}+O\left(c^{-2}\right)+O\left(c^{-4}\right) \\
& -4 c^{-5} W^{j k}[1] p+O\left(c^{-6}\right) . \tag{12.133c}
\end{align*}
$$

### 12.6.2 Radiation-reaction force density

The post-Newtonian generalization of Euler's equation is obtained by invoking the local statement of momentum conservation, as expressed by Eq. (8.111):

$$
\begin{align*}
0= & c^{-1} \partial_{t}\left(\sqrt{-g} T^{0 j}\right)+\partial_{k}\left(\sqrt{-g} T^{j k}\right) \\
& +\Gamma_{00}^{j}\left(\sqrt{-g} T^{00}\right)+2 \Gamma_{0 k}^{j}\left(\sqrt{-g} T^{0 k}\right)+\Gamma_{k n}^{j}\left(\sqrt{-g} T^{k n}\right) \tag{12.134}
\end{align*}
$$

After substitution of Eqs. (12.129) and (12.133) and simplification, we obtain

$$
\begin{align*}
0= & \partial_{t}\left(\rho^{*} v^{j}\right)+\partial_{k}\left(\rho^{*} v^{j} v^{k}\right)-\rho^{*} \partial_{j} U+\partial_{j} p+O\left(c^{-2}\right)+O\left(c^{-4}\right) \\
& -c^{-5} f^{j}[5]+O\left(c^{-6}\right), \tag{12.135}
\end{align*}
$$

where

$$
\begin{align*}
f^{j}[5]:= & \rho^{*} \partial_{j}(V[5]+W[3])+4 \rho^{*} \partial_{t} V^{j}[3]-4 \rho^{*} v^{k}\left(\partial_{j} V_{k}[3]-\partial_{k} V_{j}[3]+\partial_{t} W_{j k}[1]\right) \\
& -4 \rho^{*} W^{j k}[1] \partial_{k} U-8 \rho^{*} V[3] \partial_{j} U+4 W^{j k}[1] \partial_{k} p+4 V[3] \partial_{j} p . \tag{12.136}
\end{align*}
$$

We next involve the continuity equation $\partial_{t} \rho^{*}+\partial_{k}\left(\rho^{*} v^{k}\right)=0$ and insert the radiationreaction potentials listed in Box 12.3. The end result is the Euler equation of Eq. (12.127), with $f^{j}[\mathrm{rr}]=c^{-5} f^{j}[5]+O\left(c^{-7}\right)$.

Our final expression for the radiation-reaction force density is

$$
\begin{align*}
& f^{j}[\mathrm{rr}]=\frac{G}{c^{5}}\left(-\rho^{*} \dddot{I}^{p q} \partial_{j p q} X+2 \rho^{*} \dddot{I}^{j k} \partial_{k} U+\frac{4}{3} \rho^{*} \dddot{I}_{p p} \partial_{j} U-2 \dddot{I}^{j k} \partial_{k} p-\frac{2}{3} \dddot{I}^{p p} \partial_{j} p\right. \\
& \left.+2 \rho^{*}{ }^{(4)} j k v_{k}+\frac{3}{5} \rho^{*} I^{(5)}{ }^{k k} x^{k}-\frac{1}{5} \rho^{*}{ }^{(5)} I^{p p} x^{j}-\frac{2}{15} \rho^{*} I^{(5)} j p p-\frac{2}{3} \rho^{*}{ }^{(4)} j p p\right) \\
& +O\left(c^{-7}\right) . \tag{12.137}
\end{align*}
$$

The various multipole moments that appear in this expression are defined in Box 12.3.

### 12.6.3 Energy balance

Before we apply the radiation-reaction force of Eq. (12.137) to a system of well-separated bodies, we verify that it leads to the expressions of energy, momentum, and angularmomentum balance that were stated back in Sec. 12.2. We begin with energy balance. According to Eq. (12.31), the total energy $E$ of the fluid distribution should vary in time according to

$$
\begin{equation*}
\frac{d E}{d t}=-\mathcal{P}=-\frac{G}{5 c^{5}} \dddot{I}^{\langle j k\rangle} \dddot{I}^{\langle j k\rangle}+O\left(c^{-7}\right), \tag{12.138}
\end{equation*}
$$

where the expression for the energy flux $\mathcal{P}$ has been copied from Sec. 12.3.2.
For our purposes here it is sufficient to import an expression for the total energy $E$ that is accurate to the leading, Newtonian order, but it is still necessary to recognize that $E$ also contains terms at $1 \mathrm{PN}, 2 \mathrm{PN}$, and 2.5 PN orders. The Newtonian term was computed in Sec. 8.4.5, and according to Eq. (8.134), we have that

$$
\begin{equation*}
E=\mathcal{T}+\Omega+E_{\mathrm{int}}+O\left(c^{-2}\right)+O\left(c^{-4}\right)+c^{-5} E[5]+O\left(c^{-6}\right) \tag{12.139}
\end{equation*}
$$

where $\mathcal{T}:=\frac{1}{2} \int \rho^{*} v^{2} d^{3} x$ is the fluid's total kinetic energy, $\Omega:=-\frac{1}{2} \int \rho^{*} U d^{3} x$ its gravitational potential energy, and $E_{\text {int }}:=\int \rho^{*} \Pi d^{3} x$ its total internal energy. The 1PN and 2PN terms are not required in this discussion, but the 2.5 PN term is important and its precise identity will be revealed in due course.

We differentiate each term in Eq. (12.139) with respect to time. For the kinetic energy we get $d \mathcal{T} / d t=\int \rho^{*} v_{j}\left(d v^{j} / d t\right) d^{3} x$, in which we substitute the Euler equation of Eq. (12.127); the contribution at order $c^{-5}$ is $\int v_{j} f^{j}[\mathrm{rr}] d^{3} x$, the rate at which the radiation-reaction force does work on the fluid. For the potential energy we get that $d \Omega / d t$ is given exactly by Eq. (12.144d) below and gives no contribution at order $c^{-5}$. For the internal energy we have that $d E_{\text {int }} / d t=\int \rho^{*}(d \Pi / d t) d^{3} x$, in which we insert the exact statement of the first law of thermodynamics, as stated back in Sec. 8.4; we have that $d \Pi / d t=\left(p / \rho^{2}\right) d \rho / d t$, where $\rho$ is the fluid's proper-mass density. Because $\rho$ differs from $\rho^{*}$ by a factor $\gamma \sqrt{-g}$ that contains no term of order $c^{-5}$ - refer to Eq. (12.132) - we find that $d E_{\text {int }} / d t$ makes no contribution at 2.5 PN order. Finally, observing that all $c^{0}, c^{-2}$, and $c^{-4}$ terms in $E$ are conserved by virtue of the conservative dynamics at 2 PN order, we are left with

$$
\begin{equation*}
\int v_{j} f^{j}[\operatorname{rr}] d^{3} x+\frac{d}{d t}\left(c^{-5} E[5]\right)=-\frac{G}{5 c^{5}} \dddot{I}^{\langle j k\rangle} \dddot{I}^{\langle j k\rangle}+O\left(c^{-7}\right) \tag{12.140}
\end{equation*}
$$

as a precise statement of energy balance. This equation states that up to an overall change in total energy at 2.5 PN order, the work done by the radiation-reaction force is equal to the energy radiated by gravitational waves.

In situations in which the Newtonian dynamics of the system is periodic, or when the evolution begins and ends in a static state, Eq. (12.140) can be averaged over time, and the resulting coarse-grained statement of energy balance no longer involves $E[5]$. In this formulation we would write

$$
\begin{equation*}
\left\langle\int v_{j} f^{j}[\operatorname{rr}] d^{3} x\right\rangle=-\frac{G}{5 c^{5}}\left\langle\dddot{I}^{\langle j k\rangle} \dddot{I}_{\langle j k\rangle}\right\rangle+O\left(c^{-7}\right) \tag{12.141}
\end{equation*}
$$

with the angular brackets indicating the averaging procedure. In this coarse-grained statement we recover the expected equality between work done and radiated energy. This statement is obviously less general than the fine-grained statement of Eq. (12.140), and is subjected to the assumption that the initial and final values of $E[5]$ must be equal.

Before we proceed with the derivation of Eq. (12.140) and the determination of $E[5]$, we re-introduce the tensorial generalizations of $\mathcal{T}$ and $\Omega$,

$$
\begin{align*}
& \mathcal{T}^{j k}:=\frac{1}{2} \int \rho^{*} v^{j} v^{k} d^{3} x  \tag{12.142a}\\
& \Omega^{j k}:=-\frac{1}{2} G \int \rho^{*} \rho^{* \prime} \frac{\left(x-x^{\prime}\right)^{j}\left(x-x^{\prime}\right)^{k}}{\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right|^{3}} d^{3} x^{\prime} d^{3} x \tag{12.142b}
\end{align*}
$$

which were first encountered back in Sec. 1.4.3. In terms of these we have that $\mathcal{T}=\delta_{j k} \mathcal{T}^{j k}$ and $\Omega=\delta_{j k} \Omega^{j k}$. These quantities are involved in a number of helpful identities, including the familiar virial theorem

$$
\begin{equation*}
\frac{1}{2} \ddot{I}^{j k}=2 \mathcal{T}^{j k}+\Omega^{j k}+P \delta^{j k} \tag{12.143}
\end{equation*}
$$

with $P:=\int p d^{3} x$ denoting the integrated pressure. Other identities include

$$
\begin{align*}
\dot{\mathcal{T}}_{j k} & =\int \rho^{*} v_{(j} \partial_{k)} U d^{3} x-\int v_{(j} \partial_{k)} p d^{3} x+O\left(c^{-2}\right),  \tag{12.144a}\\
\dot{\Omega}_{j k}-\dot{\Omega} \delta_{j k} & =\int \rho^{*} v^{p} \partial_{p j k} X d^{3} x,  \tag{12.144b}\\
\dot{\mathcal{T}} & =\int \rho^{*} v^{j} \partial_{j} U d^{3} x-\int v^{j} \partial_{j} p d^{3} x+O\left(c^{-2}\right),  \tag{12.144c}\\
\dot{\Omega} & =-\int \rho^{*} v^{j} \partial_{j} U d^{3} x \tag{12.144d}
\end{align*}
$$

These identities are similar to those encountered previously in Sec. 8.4.4, and it is a simple matter to establish them. For example, Eq. (12.144a) follows directly from the definition of $\mathcal{T}^{j k}$ and involvement of Euler's equation. Equation (12.144c) is obtained by taking the trace of Eq. (12.144a). The derivation of Eq. (12.144b) is more involved, but Eq. (12.144d) follows by taking its trace.

To establish Eq. (12.144b) we begin with the definition of the superpotential, $X=$ $G \int \rho^{* \prime}\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right| d^{3} x^{\prime}$, from which we obtain

$$
\begin{align*}
\int \rho^{*} v^{p} \partial_{p j k} X d^{3} x & =G \int \rho^{*} \rho^{* \prime} v^{p} \partial_{p j k}\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right| d^{3} x^{\prime} d^{3} x  \tag{12.145a}\\
& =G \int \rho^{* \prime} \rho^{*} v^{\prime p} \partial_{p^{\prime} j^{\prime} k^{\prime}}\left|\boldsymbol{x}^{\prime}-\boldsymbol{x}\right| d^{3} x d^{3} x^{\prime}  \tag{12.145b}\\
& =-G \int \rho^{*} \rho^{* \prime} v^{\prime p} \partial_{p j k}\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right| d^{3} x^{\prime} d^{3} x  \tag{12.145c}\\
& =\frac{1}{2} G \int \rho^{*} \rho^{* \prime}\left(v-v^{\prime}\right)^{p} \partial_{p j k}\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right| d^{3} x^{\prime} d^{3} x  \tag{12.145~d}\\
& =\frac{1}{2} G \frac{d}{d t} \int \rho^{*} \rho^{* \prime} \partial_{j k}\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right| d^{3} x^{\prime} d^{3} x \tag{12.145e}
\end{align*}
$$

We swap the identities of the integration variables to go from the first to the second line, and to go to the third line we observe that $\partial_{j^{\prime}}\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right|=-\partial_{j}\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right|$. We symmetrize the expressions in the fourth line, and in the fifth line we invoke an integral identity derived in Box 8.4. The final result of Eq. (12.144b) follows after evaluating the remaining derivatives.

Returning to Eq. (12.140), we insert the force density of Eq. (12.137) and involve the identities of Eq. (12.144) to evaluate the integrals. We simplify our expressions by setting $\int \rho^{*} v^{j} d^{3} x+O\left(c^{-2}\right)=P^{j}=0$, and obtain

$$
\begin{align*}
\frac{c^{5}}{G} \int v_{j} f^{j}[\mathrm{rr}] d^{3} x= & -\dddot{I}_{j k}\left(2 \dot{\mathcal{T}}^{j k}+\dot{\Omega}^{j k}\right)+\frac{1}{3} \dddot{I}_{p p}(2 \dot{\mathcal{T}}+\dot{\Omega}) \\
& +\frac{3}{10} \stackrel{(s)}{I}^{j k} \dot{I}^{j k}-\frac{1}{10} I^{p p} \dot{I}^{p p}+4 \frac{d}{d t}\left(\dddot{I}^{j k} \mathcal{T}^{j k}\right) \tag{12.146}
\end{align*}
$$

for the rate of work done. With the virial theorem of Eq. (12.143) we can express this as

$$
\begin{align*}
\frac{c^{5}}{G} \int v_{j} f^{j}[\mathrm{rr}] d^{3} x= & -\frac{1}{2} \dddot{I}^{j k} \dddot{I}^{j k}+\frac{1}{6} \dddot{I}^{p p} \dddot{I}^{p p}+\frac{3}{10} \stackrel{(5)}{I}^{j k} \dot{I}^{j k}-\frac{1}{10} \stackrel{(5}{I}^{p p} \dot{I}^{p p} \\
& +4 \frac{d}{d t}\left(\dddot{I}^{j k} \mathcal{T}^{j k}\right) \tag{12.147}
\end{align*}
$$

and we simplify it further by distributing the time derivatives. We write, for example,

$$
\begin{equation*}
\stackrel{(5)}{I} k_{I^{j}}^{\dot{I} k}=\frac{d}{d t}\left(\stackrel{(4)}{I}^{j k} \dot{I}^{j k}-\dddot{I}^{j k} \ddot{I}^{j k}\right)+\dddot{I}^{j k} \dddot{I}^{j k}, \tag{12.148}
\end{equation*}
$$

and obtain the final expression

$$
\begin{array}{r}
\frac{c^{5}}{G} \int v_{j} f^{j}[\mathrm{rr}] d^{3} x=-\frac{1}{5} \dddot{I}^{j k} \dddot{I}^{j k}+\frac{1}{15} \dddot{I}^{p p} \dddot{I}^{p p}+\frac{d}{d t}\left(4 \dddot{I}^{j k} \mathcal{T}^{j k}+\frac{3}{10} \stackrel{(4)}{I}^{j k} \dot{I}^{j k}-\frac{1}{10} \stackrel{(4)}{I}^{p p} \dot{I}^{p p}\right. \\
 \tag{12.149}\\
\left.-\frac{3}{10} \dddot{I}^{j k} \ddot{I}^{j k}+\frac{1}{10} \dddot{I}^{p p} \ddot{I}^{p p}\right)
\end{array}
$$

for the rate at which the radiation-reaction force does work on the fluid.
After simplification achieved by expressing $I^{j k}$ in terms of its trace and tracefree pieces, we find that we do indeed recover the energy-balance statement of Eq. (12.140). The
total-derivative term in Eq. (12.149) implies that

$$
\begin{equation*}
c^{-5} E[5]=-\frac{G}{c^{5}}\left(4 \dddot{I}^{j k} \mathcal{T}^{j k}+\frac{3}{10} \stackrel{(4)}{I}^{\langle j k\rangle} \dot{I}^{\langle j k\rangle}-\frac{3}{10} \dddot{I}^{\langle j k\rangle} \ddot{I}^{\langle j k\rangle}\right) \tag{12.150}
\end{equation*}
$$

is the 2.5 PN contribution to the total energy.

### 12.6.4 Momentum balance

We next turn to momentum balance, and verify that the radiation-reaction force density of Eq. (12.137) is compatible with the statement of Eq. (12.33),

$$
\begin{equation*}
\frac{d P^{j}}{d t}=-\mathcal{F}^{j}=O\left(c^{-7}\right) \tag{12.151}
\end{equation*}
$$

the scaling of the momentum flux $\mathcal{F}^{j}$ with $c^{-7}$ was obtained in Sec. 12.3.2. The most important observation here is that $P^{j}$ is conserved at 2.5 PN order; radiation reaction acts on the total momentum at 3.5 PN order.

According to Eq. (8.145), the total momentum of the fluid distribution is given by

$$
\begin{equation*}
P^{j}=\int \rho^{*} v^{j} d^{3} x+O\left(c^{-2}\right)+O\left(c^{-4}\right)+c^{-5} P^{j}[5]+O\left(c^{-6}\right) \tag{12.152}
\end{equation*}
$$

with $c^{-5} P^{j}[5]$ denoting the contribution at 2.5 PN order. Differentiation with respect to $t$ and substitution of Eq. (12.127) gives rise to

$$
\begin{equation*}
\int f^{j}[\mathrm{rr}] d^{3} x+\frac{d}{d t}\left(c^{-5} P^{j}[5]\right)=O\left(c^{-7}\right) \tag{12.153}
\end{equation*}
$$

which is our precise statement of momentum balance. We must verify that the integrated radiation-reaction force is equal to a total time derivative, and the computation reveals the identity of $P^{j}[5]$.

To evaluate the integral we require the identities

$$
\begin{align*}
\int \rho^{*} \partial_{j} U d^{3} x & =0  \tag{12.154a}\\
\int \rho^{*} \partial_{j p q} X d^{3} x & =0  \tag{12.154b}\\
\int \partial_{j} p d^{3} x & =0 \tag{12.154c}
\end{align*}
$$

The first is familiar; it was encountered back in Sec. 1.4.3 and then again in Sec. 8.4.4, and its demonstration proceeds by inserting the Newtonian potential and noting that the integrand is odd in the integration variables $\boldsymbol{x}$ and $\boldsymbol{x}^{\prime}$. The second identity is new, but it follows after a similar sequence of steps. The third identity also is familiar, and it follows by applying Gauss's theorem and noting that $p=0$ on any closed surface that bounds the distribution of matter.

Integration of Eq. (12.137) yields

$$
\begin{equation*}
\int f^{j}[\mathrm{rr}] d^{3} x=-\frac{2}{15} \frac{G m}{c^{5}}\left(I^{(5)} j p p+5 J^{j p p}\right)+O\left(c^{-7}\right) \tag{12.155}
\end{equation*}
$$

where $m:=\int \rho^{*} d^{3} x$ is the total material mass, and where the multipole moments $I_{j k n}$ and $J_{j k n}$ are defined in Box 12.3. To arrive at this expression we have used the fact that since $P^{j}$ is conserved at 2.5 PN order, we may work in the center-of-mass frame and set $\int \rho^{*} x^{j} d^{3} x=O\left(c^{-5}\right)$ and $\int \rho^{*} v^{j} d^{3} x=O\left(c^{-5}\right)$. The integrated radiation-reaction force is indeed a total time derivative, and from its expression we deduce that the 2.5 PN contribution to the total momentum is

$$
\begin{equation*}
c^{-5} P^{j}[5]=\frac{2}{15} \frac{G m}{c^{5}}\left(\stackrel{(4)}{I} j p p+5 \dddot{J}^{j p p}\right) . \tag{12.156}
\end{equation*}
$$

We conclude that Eq. (12.137) is indeed compatible with the precise statement of momentum balance.

### 12.6.5 Angular-momentum balance

Finally we examine the statement of angular-momentum balance, which is provided by Eq. (12.35),

$$
\begin{equation*}
\frac{d J^{j k}}{d t}=-\mathcal{T}^{j k}=-\frac{2 G}{5 c^{5}}\left(\ddot{I}^{j p} \dddot{I}^{k p}-\ddot{I}^{k p} \dddot{I}^{j p}\right)+O\left(c^{-7}\right) \tag{12.157}
\end{equation*}
$$

where the expression for the angular-momentum flux $\mathcal{T}^{j k}$ has been copied from Sec. 12.3.2; it is easy to show that the result displayed here is equivalent to that of Eq. (12.68c), in spite of the fact that our expression omits the STF projection of the quadrupole-moment tensor.

The total angular-momentum tensor of the fluid distribution is given by

$$
\begin{equation*}
J^{j k}=\int \rho^{*}\left(x^{j} v^{k}-v^{j} x^{k}\right) d^{3} x+O\left(c^{-2}\right)+O\left(c^{-4}\right)+c^{-5} J^{j k}[5]+O\left(c^{-6}\right) \tag{12.158}
\end{equation*}
$$

with $c^{-5} J^{j k}[5]$ denoting the contribution at 2.5 PN order. The precise statement of angularmomentum balance is

$$
\begin{equation*}
\int\left(x^{j} f^{k}[\mathrm{rr}]-x^{k} f^{j}[\mathrm{rr}]\right) d^{3} x+\frac{d}{d t}\left(c^{-5} J^{j k}[5]\right)=-\frac{2 G}{5 c^{5}}\left(\ddot{I}^{j p} \dddot{I}^{k p}-\ddot{I}^{k p} \dddot{I}^{j p}\right)+O\left(c^{-7}\right) \tag{12.159}
\end{equation*}
$$

and in this we must substitute Eq. (12.137).
To evaluate the integral on the left-hand side we require the identities

$$
\begin{align*}
\int \rho^{*} x^{j} \partial_{k} U d^{3} x & =\Omega_{j k}  \tag{12.160a}\\
\int \rho^{*} x^{j} \partial_{k p q} X d^{3} x & =\Omega_{j k} \delta_{p q}+\Omega_{j p} \delta_{k q}+\Omega_{j q} \delta_{k p}-3 \Omega_{j k p q}  \tag{12.160b}\\
\int x^{j} \partial_{k} p d^{3} x & =-\delta_{j k} P  \tag{12.160c}\\
\int \rho^{*} x^{j} v^{k} d^{3} x & =\frac{1}{2}\left(\dot{I}^{j k}+J^{j k}\right)+O\left(c^{-2}\right) \tag{12.160d}
\end{align*}
$$

in which $\Omega_{j k}$ is the tensorial quantity defined by Eq. (12.142),

$$
\begin{equation*}
\Omega_{j k p q}:=-\frac{1}{2} G \int \rho^{*} \rho^{* \prime} \frac{\left(x-x^{\prime}\right)^{j}\left(x-x^{\prime}\right)^{k}\left(x-x^{\prime}\right)^{p}\left(x-x^{\prime}\right)^{q}}{\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right|^{5}} d^{3} x^{\prime} d^{3} x \tag{12.161}
\end{equation*}
$$

and $P:=\int p d^{3} x$ is the integrated pressure. The first identity is familiar from the proof of the virial theorem presented back in Sec. 1.4.3, and the second follows after a similar sequence of steps. The third identity is an immediate consequence of integration by parts, and the fourth follows directly from the definitions of $I^{j k}$ and $J^{j k}$.

After substitution of Eq. (12.137) and involvement of the identities we obtain

$$
\begin{equation*}
\int x^{j} f^{k}[\mathrm{rr}] d^{3} x=\frac{G}{c^{5}}\left(\frac{3}{5} I^{j p} I^{(5)}+\dot{I}^{j p} I^{(4)} k p+J^{j p} I^{(4)} k p\right) \tag{12.162}
\end{equation*}
$$

up to a number of terms that are symmetric in the pair of indices $j k$. This becomes

$$
\begin{equation*}
\int x^{j} f^{k}[\mathrm{rr}] d^{3} x=-\frac{2 G}{5 c^{5}} \ddot{I}^{j k} \dddot{I}^{k p}+\frac{G}{5 c^{5}} \frac{d}{d t}\left(3 I^{j p} I^{k p}+2 \dot{I}^{j p} \dddot{I}^{k p}+5 J^{j p} \dddot{I}^{k p}\right) \tag{12.163}
\end{equation*}
$$

after distributing the time derivatives. Comparing with Eq. (12.159), we conclude that the statement of angular-momentum balance is indeed satisfied, and deduce that the 2.5 PN contribution to the total angular-momentum tensor is

$$
\begin{align*}
c^{-5} J^{j k}[5]=-\frac{G}{5 c^{5}} & {\left[3\left(I^{j p}{ }_{I}^{(4)} k p-I^{k p} I^{(4)}\right)+2\left(\dot{I}^{j p} \dddot{I}^{k p}-\dot{I}^{k p} \dddot{I}^{j p}\right)\right.} \\
& \left.+5\left(J^{j p} \dddot{I}^{k p}-J^{k p} \dddot{I}^{j p}\right)\right] \tag{12.164}
\end{align*}
$$

In this expression $J^{j k}$ stands for the Newtonian piece of the angular-momentum tensor, obtained from Eq. (12.158) by ignoring all contributions at higher post-Newtonian orders.

### 12.7 Radiation reaction of $N$-body systems

We now specialize the results of the preceding section to a case in which the fluid distribution consists of $N$ well-separated bodies. We wish to calculate the radiation-reaction force acting on the center-of-mass of each body, and in order to achieve this we shall exploit the techniques developed back in Chapter 9.

### 12.7.1 $N$ bodies

As in Sec. 9.1 we assign to each body a label $A=1,2, \ldots, N$, and for each body we define the center-of-mass variables

$$
\begin{align*}
m_{A} & :=\int_{A} \rho^{*} d^{3} x  \tag{12.165a}\\
\boldsymbol{r}_{A} & :=\frac{1}{m_{A}} \int_{A} \rho^{*} \boldsymbol{x} d^{3} x  \tag{12.165b}\\
\boldsymbol{v}_{A} & :=\frac{1}{m_{A}} \int_{A} \rho^{*} \boldsymbol{v} d^{3} x  \tag{12.165c}\\
\boldsymbol{a}_{A} & :=\frac{1}{m_{A}} \int_{A} \rho^{*} \frac{d \boldsymbol{v}}{d t} d^{3} x \tag{12.165d}
\end{align*}
$$

the domain of integration is the region of space occupied by body $A$. We calculate the radiation-reaction force $\boldsymbol{F}_{A}[\mathrm{rr}]$ acting on body $A$ by inserting Eq. (12.127) within $\boldsymbol{a}_{A}$; we find

$$
\begin{equation*}
\boldsymbol{F}_{A}[\mathrm{rr}]=m_{A} \boldsymbol{a}_{A}[\mathrm{rr}]=\int_{A} \boldsymbol{f}[\mathrm{rr}] d^{3} x \tag{12.166}
\end{equation*}
$$

in which $f[\mathrm{rr}]$ is the radiation-reaction force density of Eq. (12.137).
To evaluate this we proceed as in Sec. 9.1.5 and decompose the Newtonian potential $U$ and the post-Newtonian superpotential $X$ into internal and external pieces. We have, for example, $U=U_{A}+U_{\neg A}$, with

$$
\begin{equation*}
U_{A}=G \int_{A} \frac{\rho^{*}\left(t, \boldsymbol{x}^{\prime}\right)}{\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right|} d^{3} x^{\prime} \tag{12.167}
\end{equation*}
$$

denoting the internal piece of the Newtonian potential, and

$$
\begin{equation*}
U_{\neg A}=\sum_{B \neq A} G \int_{B} \frac{\rho^{*}\left(t, \boldsymbol{x}^{\prime}\right)}{\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right|} d^{3} x^{\prime} \tag{12.168}
\end{equation*}
$$

denoting its external piece. As in Sec. 9.3 we exploit the assumption that the bodies are well separated to express each external potential as a Taylor expansion about the center-of-mass $\boldsymbol{r}_{A}$; we ignore the multipole structure of the body and retain only the leading term in the expansion. The internal potentials require no approximation, and for these we invoke the identities of Eq. (12.154),

$$
\begin{align*}
\int_{A} \rho^{*} \partial_{j} U_{A} d^{3} x & =0  \tag{12.169a}\\
\int_{A} \rho^{*} \partial_{j p q} X_{A} d^{3} x & =0  \tag{12.169b}\\
\int_{A} \partial_{j} p d^{3} x & =0 \tag{12.169c}
\end{align*}
$$

which imply that the internal potentials and the pressure make no contribution to the radiation-reaction force.

Following through with the computations, we quickly obtain

$$
\begin{align*}
a_{A}^{j}[\mathrm{rr}]=\frac{G}{c^{5}}( & -\dddot{I}^{p q} \partial_{j p q} X_{\neg A}+2 \dddot{I}^{j k} \partial_{k} U_{\neg A}+\frac{4}{3} \dddot{I}^{p p} \partial_{j} U_{\neg A}+2 \stackrel{(4)}{I} j k_{v_{A}^{k}} \\
& \left.+\frac{3}{5}{ }^{(5)} I^{j k} r_{A}^{k}-\frac{1}{5} I^{p p} r_{A}^{j}-\frac{2}{15} \stackrel{(5)}{I}^{j p p}-\frac{2}{3} J^{j p p}\right)+O\left(c^{-7}\right) \tag{12.170}
\end{align*}
$$

in which it is understood that the external potentials are evaluated at $\boldsymbol{x}=\boldsymbol{r}_{A}$ after differentiation. For a more concrete expression we must evaluate the external potentials. These manipulations are familiar from Sec. 9.3.4, and we arrive at

$$
\begin{align*}
\partial_{j} U_{\neg A} & =-\sum_{B \neq A} \frac{G M_{B}}{r_{A B}^{2}} n_{A B}^{j},  \tag{12.171a}\\
\partial_{j p q} X_{\neg A} & =-\sum_{B \neq A} \frac{G M_{B}}{r_{A B}^{2}}\left(n_{A B}^{j} \delta_{p q}+n_{A B}^{p} \delta_{j q}+n_{A B}^{q} \delta_{j p}-3 n_{A B}^{j} n_{A B}^{p} n_{A B}^{q}\right), \tag{12.171b}
\end{align*}
$$

in which $\boldsymbol{r}_{A B}:=\boldsymbol{r}_{A}-\boldsymbol{r}_{B}, r_{A B}:=\left|\boldsymbol{r}_{A B}\right|$, and $\boldsymbol{n}_{A B}:=\boldsymbol{r}_{A B} / r_{A B}$; we take the liberty of expressing the material mass $m_{A}$ in terms of the total mass-energy $M_{A}$ of Eq. (9.23), noting that the difference is of order $c^{-2}$ and therefore affects the radiation-reaction force at order $c^{-7}$ only.

Making the substitutions returns our final expression for the radiation-reaction force (per unit mass) acting on body $A$ :

$$
\begin{align*}
& a_{A}^{j}[\mathrm{rr}]=\frac{G}{c^{5}}\left(-3 \dddot{I}{ }^{p q} \sum_{B \neq A} \frac{G M_{B}}{r_{A B}^{2}} n_{A B}^{j} n_{A B}^{p} n_{A B}^{q}-\frac{1}{3} \dddot{I}^{p p} \sum_{B \neq A} \frac{G M_{B}}{r_{A B}^{2}} n_{A B}^{j}\right. \\
&\left.+2 \stackrel{I}{I}^{j k} v_{A}^{k}+\frac{3}{5} \stackrel{(5)}{I}^{(j k\rangle} r_{A}^{k}-\frac{2}{15} \stackrel{(5)}{I}^{j p p}-\frac{2}{3} \stackrel{(4)}{J}^{j p p}\right)+O\left(c^{-7}\right) \tag{12.172}
\end{align*}
$$

To complete the evaluation of $\boldsymbol{a}_{A}[\mathrm{rr}]$ we should calculate the time derivatives of all the multipole moments that occur in Eq. (12.172). Because the end result is long and unwieldy, we postpone the pursuit of these details until we specialize our discussion to a two-body system.

### 12.7.2 Two bodies

We next apply the general results of the preceding subsection to the case $N=2$. Because the total momentum $\boldsymbol{P}$ of the system is conserved at order $c^{-5}$, we may set it equal to zero and work in the barycentric frame in which $\boldsymbol{r}_{1}=\left(M_{2} / m\right) \boldsymbol{r}+O\left(c^{-2}\right)$ and $\boldsymbol{r}_{2}=$ $-\left(M_{1} / m\right) \boldsymbol{r}+O\left(c^{-2}\right)$, where $m:=M_{1}+M_{2}$ and $\boldsymbol{r}:=\boldsymbol{r}_{1}-\boldsymbol{r}_{2}$. Equation (12.172) then provides the radiation-reaction acceleration of the relative orbit, $\boldsymbol{a}[\mathrm{rr}]:=\boldsymbol{a}_{1}[\mathrm{rr}]-\boldsymbol{a}_{2}[\mathrm{rr}]$; we get

$$
\begin{equation*}
a^{j}[\mathrm{rr}]=\frac{G}{c^{5}}\left[-\frac{G m}{r^{2}}\left(3 \dddot{I}^{p q} n^{p} n^{q}+\frac{1}{3} \dddot{I}^{p p}\right) n^{j}+2 \stackrel{(4)}{j}^{j k} v^{k}+\frac{3}{5} \stackrel{(5)}{I}^{(j k)} r^{k}\right]+O\left(c^{-7}\right) \tag{12.173}
\end{equation*}
$$

where $r:=|\boldsymbol{r}|$ and $\boldsymbol{n}:=\boldsymbol{r} / r$. We observe that the multipole moments $I_{j p p}$ and $J_{j p p}$ no longer appear in this expression; as we saw back in Sec. 12.6.4, their role is limited to providing a contribution to the total momentum at 2.5 PN order.

The mass quadrupole moment is $I^{j k}=\eta m r^{j} r^{k}$, where $\eta:=M_{1} M_{2} / m^{2}$ is the symmetric mass ratio, and to evaluate its derivatives we rely on the Keplerian dynamics reviewed in Sec. 3.2. From the Newtonian equation of motion $\boldsymbol{a}=-G m \boldsymbol{n} / r^{2}$ we deduce that $v \dot{\boldsymbol{v}}=$ $-G m \dot{r} / r^{2}$ and $r \ddot{r}=v^{2}-\dot{r}^{2}-G m / r$, up to corrections of order $c^{-2}$, and a straightforward computation reveals that

$$
\begin{align*}
& \dddot{I}^{j k}=-2 \eta m \frac{G m}{r^{2}}\left[2\left(n^{j} v^{k}+v^{j} n^{k}\right)-3 \dot{r} n^{j} n^{k}\right]  \tag{12.174a}\\
& \begin{aligned}
I^{(4)} k & =-2 \eta m \frac{G m}{r^{3}}\left[-9 \dot{r}\left(n^{j} v^{k}+v^{j} n^{k}\right)+4 v^{j} v^{k}\right. \\
& \left.+\left(15 \dot{r}^{2}-3 v^{2}-G m / r\right) n^{j} n^{k}\right]
\end{aligned} \\
& \quad \begin{aligned}
&(5) \\
& I^{j k}=-2 \eta m \frac{G m}{r^{4}}\left[4\left(15 \dot{r}^{2}-3 v^{2}+G m / r\right)\left(n^{j} v^{k}+v^{j} n^{k}\right)\right. \\
&\left.-30 \dot{r} v^{j} v^{k}+15 \dot{r}\left(3 v^{2}-7 \dot{r}^{2}\right) n^{j} n^{k}\right]
\end{aligned} \tag{12.174b}
\end{align*}
$$

Making the substitutions in Eq. (12.173), we eventually arrive at our final expression for the radiation-reaction acceleration:

$$
\begin{equation*}
\boldsymbol{a}[\mathrm{rr}]=\frac{8}{5} \eta \frac{(G m)^{2}}{c^{5} r^{3}}\left[\left(3 v^{2}+\frac{17}{3} \frac{G m}{r}\right) \dot{r} \boldsymbol{n}-\left(v^{2}+3 \frac{G m}{r}\right) \boldsymbol{v}\right] . \tag{12.175}
\end{equation*}
$$

We return to this expression in Sec. 12.9, when we examine the orbital motion of a binary system under the action of the radiation-reaction force.

### 12.8 Radiation reaction in alternative gauges

The radiation-reaction force density of Eq. (12.137), and the body forces of Eqs. (12.172) and (12.175), are expressed in a harmonic coordinate system in which the spacetime metric takes the form of Eq. (12.128). The metric and the resulting expressions for the radiationreaction force appear to be more complicated than they need to be. For example, the metric involves the multipole moments $\mathcal{I}^{j k}[2], I^{j k n p}$, and $M^{j k n p}$, but these make no appearance in the radiation-reaction force. As another example, $f^{j}[\mathrm{rr}]$ involves the multipole moments $I_{j p p}$ and $J_{j p p}$, in spite of the fact that they produce no physical consequences; as we saw, their role is limited to providing a contribution to the total momentum $\boldsymbol{P}$ at 2.5 PN order. In view of this unnecessary complexity, it is worthwhile to seek coordinate transformations that could simplify the form of the metric and of the radiation-reaction force. To explore this freedom is our purpose in this section. We shall identify two radiation-reaction gauges that offer an optimum of simplicity: the famous Burke-Thorne gauge of Eq. (12.198) below, and the Schäfer gauge of Eq. (12.199).

### 12.8.1 Coordinate transformation

We follow the general framework of Sec. 8.3 and consider a class of coordinate transformations described by

$$
\begin{align*}
t & =\bar{t}+c^{-5} \alpha\left(\bar{t}, \bar{x}^{j}\right)+c^{-7} \beta\left(\bar{t}, \bar{x}^{j}\right)+O\left(c^{-9}\right),  \tag{12.176a}\\
x^{j} & =\bar{x}^{j}+c^{-5} h^{j}\left(\bar{t}, \bar{x}^{k}\right)+O\left(c^{-7}\right) \tag{12.176b}
\end{align*}
$$

in which $\left(\bar{t}, \bar{x}^{j}\right)$ are the new coordinates, $\left(t, x^{j}\right)$ are the old harmonic coordinates, and $\alpha$, $\beta$, and $h^{j}$ are functions that will be determined in the course of our investigation. The transformation impacts the metric in the way described by Eq. (8.34). When we insert the metric of Eq. (12.128) and read off the terms of relevant orders in the post-Newtonian expansion, we find that the radiation-reaction terms become

$$
\begin{align*}
& \bar{g}_{00}[5]=2\left(-\partial_{\bar{t}} \alpha+4 V[3]\right),  \tag{12.177a}\\
& \bar{g}_{00}[7]=2\left(-\partial_{\bar{t}} \beta+V[5]+W[3]-\Delta U[5]\right)+4 U\left(\partial_{\bar{t}} \alpha-6 V[3]\right),  \tag{12.177b}\\
& \bar{g}_{0 j}[4]=-\partial_{\bar{J}} \alpha,  \tag{12.177c}\\
& \bar{g}_{0 j}[6]=2 U \partial_{\bar{J}} \alpha-\partial_{\bar{J}} \beta+\partial_{\bar{t}} h_{j}-4 V_{j}[3],  \tag{12.177d}\\
& \bar{g}_{j k}[5]=\partial_{\bar{J}} h_{k}+\partial_{\bar{k}} h_{j}+4\left(W_{j k}[1]-\delta_{j k} V[3]\right) . \tag{12.177e}
\end{align*}
$$

The original radiation-reaction potentials are listed in Box 12.3, and

$$
\begin{equation*}
c^{-5} \Delta U[5]:=\bar{U}-U \tag{12.178}
\end{equation*}
$$

is the difference between the Newtonian potential $\bar{U}$ expressed in terms of the new coordinates $\left(\bar{t}, \bar{x}^{j}\right)$ and the original Newtonian potential $U$.

We see from Eqs. (12.177) that the transformation produces a new radiation-reaction term in $\bar{g}_{0 j}$, at order $c^{-4}$. This term is undesirable, and we eliminate it by demanding that $\alpha$ be independent of the spatial coordinates $\bar{x}^{j}$. To complete the determination of $\alpha$ we also choose to eliminate $\bar{g}_{00}[5]$, another undesirable term at 1.5 PN order. This can be achieved by setting $\partial_{\bar{t}} \alpha=4 V[3]$, or

$$
\begin{equation*}
\alpha(\bar{t})=-\frac{2}{3} G \ddot{I}^{p p} . \tag{12.179}
\end{equation*}
$$

In this expression the mass quadrupole moment is expressed as a function of the new time variable $\bar{t}$. The transformation $t=\bar{t}-\frac{2}{3}\left(G / c^{5}\right) \ddot{I^{p p}}(\bar{t})+O\left(c^{-7}\right)$ is the one displayed in Eq. (12.130).

To calculate $\Delta U[5]$ we rely on the discussion of Sec. 8.3.6, in which a "boosted" Newtonian potential $\bar{U}$ was obtained as a result of a post-Galilean transformation of the coordinate system. The original Newtonian potential is

$$
\begin{equation*}
U(t, \boldsymbol{x})=G \int \frac{\rho^{*}\left(t, \boldsymbol{x}^{\prime}\right)}{\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right|} d^{3} x^{\prime} \tag{12.180}
\end{equation*}
$$

where it is understood that the source point $\boldsymbol{x}^{\prime}$ is simultaneous with the field point $\boldsymbol{x}$ in the harmonic reference frame. The new potential is defined to be

$$
\begin{equation*}
\bar{U}(\bar{t}, \overline{\boldsymbol{x}})=G \int \frac{\bar{\rho}^{*}\left(\bar{t}, \overline{\boldsymbol{x}}^{\prime}\right)}{\left|\overline{\boldsymbol{x}}-\overline{\boldsymbol{x}}^{\prime}\right|} d^{3} \bar{x}^{\prime} \tag{12.181}
\end{equation*}
$$

with $\overline{\boldsymbol{x}}^{\prime}$ and $\overline{\boldsymbol{x}}$ simultaneous in the new reference frame. Because the relation between $t$ and $\bar{t}$ is independent of the spatial coordinates at order $c^{-5}$, simultaneity in one frame implies simultaneity in the other frame, and we find that $\left(x-x^{\prime}\right)^{j}=\left(\bar{x}-\bar{x}^{\prime}\right)^{j}+c^{-5} \Delta h^{j}$, where

$$
\begin{equation*}
\Delta h^{j}:=h^{j}(\bar{t}, \overline{\boldsymbol{x}})-h^{j}\left(\bar{t}, \overline{\boldsymbol{x}}^{\prime}\right) . \tag{12.182}
\end{equation*}
$$

Noting also that $\rho^{*} d^{3} x^{\prime}=\bar{\rho}^{*} d^{3} \bar{x}^{\prime}-$ refer to Eq. (8.92) - we find that the original potential can be expressed as

$$
\begin{equation*}
U=G \int \frac{\bar{\rho}^{*}}{\left|\overline{\boldsymbol{x}}-\overline{\boldsymbol{x}}^{\prime}\right|}\left(1-\frac{1}{c^{5}} \frac{\left(\bar{x}-\bar{x}^{\prime}\right)^{j} \Delta h_{j}}{\left|\overline{\boldsymbol{x}}-\overline{\boldsymbol{x}}^{\prime}\right|^{2}}\right) d^{3} \bar{x}^{\prime} . \tag{12.183}
\end{equation*}
$$

In view of Eq. (12.178), this means that

$$
\begin{equation*}
\Delta U[5]=G \int \bar{\rho}^{*}\left(\bar{t}, \overline{\boldsymbol{x}}^{\prime}\right) \frac{\left(\bar{x}-\bar{x}^{\prime}\right)^{j} \Delta h_{j}}{\left|\overline{\boldsymbol{x}}-\overline{\boldsymbol{x}}^{\prime}\right|^{3}} d^{3} \bar{x}^{\prime} \tag{12.184}
\end{equation*}
$$

is our final expression for the change in the Newtonian potential at order $c^{-5}$.

### 12.8.2 Two-parameter family of radiation-reaction gauges

To proceed with this exploration of coordinate transformations, we restrict our considerations to radiation-reaction gauges in which

$$
\begin{align*}
& \bar{g}_{0 j}[6]=0,  \tag{12.185a}\\
& \bar{g}_{j k}[5]=2 a G \dddot{I}^{\langle j k\rangle}+2 b \delta_{j k} G \dddot{I}^{p p} \tag{12.185b}
\end{align*}
$$

where $a$ and $b$ are dimensionless parameters that can be chosen freely. As we shall see, the choice of Eq. (12.185) does not fully exhaust the coordinate freedom, and additional choices will be made to specify the form of $\bar{g}_{00}$ [7].

According to Eq. (12.177) and the potentials of Box 12.3, to achieve the required form for $\bar{g}_{j k}[5]$ we need $h^{j}$ to be a solution to

$$
\begin{equation*}
\partial_{\bar{J}} h_{k}+\partial_{\bar{k}} h_{j}=2(1+a) G \dddot{I}^{(j k\rangle}+2 b \delta_{j k} G \dddot{I}^{p p} \tag{12.186}
\end{equation*}
$$

A sufficiently general solution is

$$
\begin{equation*}
G^{-1} h_{j}=f_{j}+\left[(1+a) \dddot{I}^{(j k)}+b \delta_{j k} \dddot{I}^{p p}\right] \bar{x}^{k} \tag{12.187}
\end{equation*}
$$

in which $f_{j}$ is an arbitrary function of $\bar{t}$ that will be specified at a later stage. To achieve the required form for $\bar{g}_{0 j}[6]$ we need $\beta$ to be a solution to

$$
\begin{equation*}
G^{-1} \partial_{\bar{J}} \beta=\dot{f}_{j}+\frac{2}{9} I^{j(4)}+\frac{4}{9} \dddot{J}^{j p p}+\left[\left(\frac{1}{3}+a\right) \stackrel{4}{I}^{\langle j k\rangle}+\left(b-\frac{2}{9}\right) \delta_{j k}{\left.\stackrel{(4)}{ } I^{p p}\right]}_{\bar{x}^{k}}\right. \tag{12.188}
\end{equation*}
$$

and in this case we find that

$$
\begin{align*}
G^{-1} \beta= & \gamma+\left(\dot{f_{j}}+\frac{2}{9} I^{j p p}+\frac{4}{9} \dddot{J}^{j p p}\right) \bar{x}^{j} \\
& +\frac{1}{2}\left[\left(\frac{1}{3}+a\right){ }^{(4)} I^{(j k\rangle}+\left(b-\frac{2}{9}\right) \delta_{j k}{ }^{(4)} I^{p p}\right] \bar{x}^{j} \bar{x}^{k}, \tag{12.189}
\end{align*}
$$

in which $\gamma$ is an arbitrary function of $\bar{t}$.
We next incorporate these results in a computation of $\bar{g}_{00}[7]$. The first step is to insert Eq. (12.187) within Eq. (12.184), which yields

$$
\begin{equation*}
\Delta U[5]=(1+a) G \dddot{I}^{\langle j k\rangle} \bar{U}_{j k}+b G \dddot{I}^{p p} \bar{U} \tag{12.190}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{U}^{j k}:=G \int \bar{\rho}^{*} \frac{\left(\bar{x}-\bar{x}^{\prime}\right)^{j}\left(\bar{x}-\bar{x}^{\prime}\right)^{k}}{\left|\overline{\boldsymbol{x}}-\overline{\boldsymbol{x}}^{\prime}\right|^{3}} d^{3} \bar{x}^{\prime} \tag{12.191}
\end{equation*}
$$

We bring this to its final form of

$$
\begin{equation*}
\Delta U[5]=-(1+a) G \dddot{I}^{\langle j k\rangle} \partial_{\bar{\jmath} \bar{k}} \bar{X}+b G \dddot{I}^{p p} \bar{U} \tag{12.192}
\end{equation*}
$$

by invoking the identity $\partial_{j k} X=\delta_{j k} U-U_{j k}$; here $\bar{X}$ is the superpotential expressed in terms of the new coordinates.

Making the substitutions in Eq. (12.177), we find that $\bar{g}_{00}[7]$ contains a term independent of the spatial coordinates that can be eliminated by choosing

$$
\begin{equation*}
\gamma=-\frac{2}{3} \ddot{\mathcal{I}}^{p p}[2]-\frac{1}{120} \stackrel{(4)}{I}^{p p q q}-\frac{1}{9} \ddot{M}^{p p q q} . \tag{12.193}
\end{equation*}
$$

It also contains a term linear in $\bar{x}^{j}$ that can be eliminated by choosing

$$
\begin{equation*}
f_{j}=-\frac{2}{15} \dddot{I}^{j p p}-\frac{2}{3} \ddot{J}^{j p p} . \tag{12.194}
\end{equation*}
$$

At this stage the coordinate freedom is exhausted, and the resulting expression for $\bar{g}_{00}[7]$ is

$$
\begin{equation*}
\bar{g}_{00}[7]=2 a G \dddot{I}^{\langle j k\rangle} \partial_{\bar{j} k} \bar{X}-2 b G \dddot{I}^{p p} \bar{U}-\left[\left(\frac{2}{5}+a\right) G I^{(5)}\langle j k\rangle+b \delta_{j k} G I^{p p}\right] \bar{x}^{j} \bar{x}^{k} \tag{12.195}
\end{equation*}
$$

The calculation of the metric in the new coordinate system is now complete.
To summarize, the two-parameter family of radiation-reaction gauges is described by the metric

$$
\begin{align*}
& g_{00}=-1+\frac{2}{c^{2}}(U+U)+O\left(c^{-9}\right)  \tag{12.196a}\\
& g_{0 j}=O\left(c^{-8}\right)  \tag{12.196b}\\
& g_{j k}=\delta_{j k}+2 V_{j k}+O\left(c^{-7}\right) \tag{12.196c}
\end{align*}
$$

with the radiation-reaction potentials

$$
\begin{align*}
\mathcal{U} & =\frac{G}{c^{5}}\left\{a \dddot{I}^{\langle j k\rangle} \partial_{j k} X-b \dddot{I}^{p p} U-\frac{1}{2}\left[\left(\frac{2}{5}+a\right) I^{(j k\rangle}+b \delta_{j k}^{(5)} I^{p p}\right] x^{j} x^{k}\right\},  \tag{12.197a}\\
\mathcal{V}_{j k} & =\frac{G}{c^{5}}\left(a \dddot{I}^{\langle j k\rangle}+b \delta_{j k} \dddot{I}^{p p}\right) . \tag{12.197b}
\end{align*}
$$

This expression for the metric omits all terms of 1 PN and 2 PN orders that have nothing to do with radiation reaction. To simplify the notation we have removed the (now redundant) overbars on the coordinates and potentials.

Two special cases are especially interesting and simple. When we set $a=b=0$ we find that the radiation-reaction potentials become

$$
\begin{align*}
U & =-\frac{G}{5 c^{5}}{ }^{(5)}\langle j k\rangle x^{j} x^{k} \\
\mathcal{V}_{j k} & =0 \tag{12.198}
\end{align*}
$$

this choice defines the Burke-Thorne radiation-reaction gauge. This gauge is especially attractive, because it encapsulates all radiation-reaction effects in a $O\left(c^{-5}\right)$ correction to the Newtonian potential. On the other hand, when we set $a=-\frac{2}{5}$ and $b=0$ we find that all terms involving the mass quadrupole moment differentiated five times disappear, and we are left with

$$
\begin{align*}
\mathcal{U} & =-\frac{2 G}{5 c^{5}} \dddot{I}^{\langle j k\rangle} \partial_{j k} X, \\
\mathcal{V}_{j k} & =-\frac{2 G}{5 c^{5}} \dddot{I} \tag{12.199}
\end{align*}
$$

this choice defines the Schäfer radiation-reaction gauge.

### 12.8.3 Radiation-reaction force

The computation of the radiation-reaction force density $f^{j}[\mathrm{rr}]$ in the two-parameter family of radiation-reaction gauges proceeds just as in Sec. 12.6. In this case we have that $\sqrt{-g}=$ $1+\mathcal{V}+O\left(c^{-7}\right), \gamma=1+O\left(c^{-7}\right)$, and the components of the energy-momentum tensor are

$$
\begin{align*}
c^{-2} \sqrt{-g} T^{00} & =\rho^{*}+O\left(c^{-7}\right)  \tag{12.200a}\\
c^{-1} \sqrt{-g} T^{0 j} & =\rho^{*} v^{j}+O\left(c^{-7}\right),  \tag{12.200b}\\
\sqrt{-g} T^{j k} & =\rho^{*} v^{j} v^{k}+p \delta^{j k}-\left(2 v^{j k}-\delta^{j k} v\right) p+O\left(c^{-7}\right) \tag{12.200c}
\end{align*}
$$

We use the notation $\mathcal{V}:=\delta^{j k} \mathcal{V}_{j k}$ and continue to omit all terms of 1 PN and 2 PN orders that have nothing to do with radiation reaction. The relevant Christoffel symbols are

$$
\begin{align*}
c^{2} \Gamma_{00}^{j} & =-\partial_{j}(U+U)+2 \mathcal{V}^{j k} \partial_{k} U+O\left(c^{-7}\right)  \tag{12.201a}\\
c \Gamma_{0 k}^{j} & =\partial_{t} \nu_{j k}+O\left(c^{-7}\right)  \tag{12.201b}\\
\Gamma_{k n}^{j} & =O\left(c^{-7}\right) \tag{12.201c}
\end{align*}
$$

Making the substitutions in the momentum-conservation equation of Eq. (12.134), we arrive at the post-Newtonian Euler equation of Eq. (12.127), with

$$
\begin{equation*}
f^{j}[\mathrm{rr}]=\rho^{*} \partial_{j} \mathcal{U}-2 \rho^{*} v^{k} \partial_{t} \mathcal{V}_{j k}-2 \mathcal{V}^{j k}\left(\rho^{*} \partial_{k} U-\partial_{k} p\right)-\mathcal{V} \partial_{j} p \tag{12.202}
\end{equation*}
$$

When we next insert the radiation-reaction potentials of Eqs. (12.197), we obtain

$$
\begin{align*}
& f^{j}[\mathrm{rr}]=\frac{G}{c^{5}}\left\{a \dddot{I}^{\langle p q)} \rho^{*} \partial_{j p q} X-2 a \dddot{I}^{\langle j k\rangle}\left(\rho^{*} \partial_{k} U-\partial_{k} p\right)-b \dddot{I}^{p p}\left(3 \rho^{*} \partial_{j} U+\partial_{j} p\right)\right. \\
&\left.-2 \rho^{*}\left(a a^{(4)|j k\rangle}+b \delta_{j k} I^{(4) p}\right) v^{k}-\rho^{*}\left[\left(\frac{2}{5}+a\right) I^{(S) j k\rangle}+b \delta_{j k} I^{(S p p}\right] x^{k}\right\} \tag{12.203}
\end{align*}
$$

as our final expression for the radiation-reaction force density.
The force simplifies considerably in the Burke-Thorne gauge:

$$
\begin{equation*}
f^{j}[\mathrm{rr}]=-\frac{2 G}{5 c^{5}} \rho^{*}{ }^{(5)}(j k k\rangle x^{k} \tag{12.204}
\end{equation*}
$$

While its expression is more complicated in the Shäfer gauge, it is nevertheless useful because the number of time derivatives acting on the quadrupole-moment tensor goes down from five to four. This can be a great advantage in numerical work, because the estimation of derivatives on a finite grid generates numerical noise that can be minimized with a smaller number of derivatives. In some applications the term involving four derivatives can be small compared with terms containing three derivatives; this occurs, for example, when the system undergoes small oscillations and $v^{2}$ is small compared with $U$ (contrary to what might be expected from the virial theorem).

We next calculate the radiation-reaction force acting on the center-of-mass of each body $A$ within an $N$-body system. The steps involved are virtually identical to those encountered previously in Sec. 12.7, and we arrive at

$$
\begin{align*}
a_{A}^{j}[\mathrm{rr}]=\frac{G}{c^{5}} & \left\{a \dddot{I}^{\langle p q\rangle} \partial_{j p q} X_{\neg A}-2 a \dddot{I}^{\langle j k\rangle} \partial_{k} U_{\neg A}-3 b \dddot{I}^{p p} \partial_{j} U_{\neg A}\right. \\
& -2\left(a \stackrel{(4)}{I^{\langle j k\rangle}}+b \delta_{j k}{\left.\left.\left.\stackrel{(4)}{I^{p p}}\right) v_{A}^{k}-\left[\left(\frac{2}{5}+a\right)\right)^{(5)} I^{\langle j k\rangle}+b \delta_{j k} I^{p p}\right] r_{A}^{k}\right\},}^{(5)},\right. \tag{12.205}
\end{align*}
$$

where $U_{\neg A}$ and $X_{\neg A}$ are the potentials produced by the bodies external to $A$, evaluated at $\boldsymbol{x}=\boldsymbol{r}_{A}$ after differentiation. Taking care of these manipulations, we obtain our final expression

$$
\begin{align*}
a_{A}^{j}[\mathrm{rr}]=\frac{G}{c^{5}} & \left\{3 \sum_{B \neq A} \frac{G M_{B}}{r_{A B}^{2}}\left(a \dddot{I}^{\langle p q\rangle} n_{A B}^{p} n_{A B}^{q}+b \dddot{I}^{p p}\right) n_{A B}^{j}\right. \\
& \left.-2\left(a \stackrel{(4)}{I^{\langle j k\rangle}}+b \delta_{j k}{ }^{(4)} I^{p p}\right) v_{A}^{k}-\left[\left(\frac{2}{5}+a\right)\right)^{(5)} I^{\langle j k\rangle}+b \delta_{j k} I^{(5)} p p r_{A}^{k}\right\}, \tag{12.206}
\end{align*}
$$

in which $\boldsymbol{r}_{A B}:=\boldsymbol{r}_{A}-\boldsymbol{r}_{B}, r_{A B}:=\left|\boldsymbol{r}_{A B}\right|$, and $\boldsymbol{n}_{A B}:=\boldsymbol{r}_{A B} / r_{A B}$.
The reduction to a two-body system produces

$$
\begin{align*}
a^{j}[\mathrm{rr}]=\frac{G}{c^{5}} & \left\{3 \frac{G m}{r^{2}}\left(a \dddot{I} \dddot{I}^{\langle p q\rangle} n^{p} n^{q}+b \dddot{I}^{p p}\right) n^{j}\right. \\
& -2\left(a \stackrel{(4)}{I^{\langle j k\rangle}}+b \delta_{j k} I^{(4)} p p\right) v^{k}-\left[\left(\frac{2}{5}+a\right) I^{(5)}\langle j k\rangle\right.  \tag{12.207}\\
& \left.\left.b \delta_{j k} I^{p)}\right] r^{k}\right\}
\end{align*}
$$

for the relative acceleration $\boldsymbol{a}[\mathrm{rr}]:=\boldsymbol{a}_{1}[\mathrm{rr}]-\boldsymbol{a}_{2}[\mathrm{rr}]$. Completing the calculation with the help of Eqs. (12.174), we finally arrive at

$$
\begin{align*}
\boldsymbol{a}[\mathrm{rr}]=\frac{8}{5} \eta \frac{(G m)^{2}}{c^{5} r^{3}}\{ & {\left[\left(18+15 a-\frac{45}{4} b\right) v^{2}+\left(\frac{2}{3}-\frac{10}{3} a+\frac{25}{4} b\right) \frac{G m}{r}\right.} \\
& \left.-\left(25+25 a-\frac{75}{4} b\right) \dot{r}^{2}\right] \dot{r} \boldsymbol{n}-\left[\left(6+\frac{35}{6} a-\frac{5}{2} b\right) v^{2}\right. \\
& \left.\left.-\left(2+\frac{35}{6} a-\frac{5}{2} b\right) \frac{G m}{r}-\left(15+\frac{35}{2} a-\frac{15}{2} b\right) \dot{r}^{2}\right] \boldsymbol{v}\right\} \tag{12.208}
\end{align*}
$$

In the Burke-Thorne gauge $(a=b=0)$ the relative acceleration reduces to

$$
\begin{equation*}
\boldsymbol{a}[\mathrm{rr}]=\frac{8}{5} \eta \frac{(G M)^{2}}{c^{5} r^{3}}\left[\left(18 v^{2}+\frac{2}{3} \frac{G M}{r}-25 \dot{r}^{2}\right) \dot{r} \boldsymbol{n}-\left(6 v^{2}-2 \frac{G M}{r}-15 \dot{r}^{2}\right) \boldsymbol{v}\right] \tag{12.209}
\end{equation*}
$$

while in the Schäfer gauge $(a=-2 / 5, b=0)$ we have

$$
\begin{equation*}
\boldsymbol{a}[\mathrm{rr}]=\frac{8}{5} \eta \frac{(G M)^{2}}{c^{5} r^{3}}\left[\left(12 v^{2}+2 \frac{G M}{r}-15 \dot{\boldsymbol{r}}^{2}\right) \dot{r} \boldsymbol{n}-\left(\frac{11}{3} v^{2}+\frac{1}{3} \frac{G M}{r}-8 \dot{r}^{2}\right) \boldsymbol{v}\right] . \tag{12.210}
\end{equation*}
$$

In addition to these choices, it is interesting to note that the settings $a=-2 / 3$ and $b=4 / 9$ produce

$$
\begin{equation*}
\boldsymbol{a}[\mathrm{rr}]=\frac{8}{5} \eta \frac{(G M)^{2}}{c^{5} r^{3}}\left[\left(3 v^{2}+\frac{17}{3} \frac{G M}{r}\right) \dot{r} \boldsymbol{n}-\left(v^{2}+3 \frac{G M}{r}\right) \boldsymbol{v}\right] \tag{12.211}
\end{equation*}
$$

the same expression as in Eq. (12.175); the two-parameter family of radiation-reaction gauges can therefore reproduce the original expression for the relative acceleration, which was obtained in the harmonic gauge. It should be kept in mind that while the relative accelerations do correspond when $a=-2 / 3$ and $b=4 / 9$, the coordinate systems do not coincide, and the radiation-reaction potentials are quite different in the two gauges. This selection of parameters is often called the Damour-Deruelle gauge.

### 12.8.4 Balance equations

To finish our discussion of the two-parameter family of radiation-reaction gauges, we verify that the radiation-reaction force density of Eq. (12.203) is compatible with the statements of energy, momentum, and angular-momentum balance.

We begin with energy balance, and follow the developments of Sec. 12.6.3. Here the precise statement of energy balance is more complicated than in Eq. (12.140), because $\rho \neq \rho^{*}$ in the two-parameter family of radiation-reaction gauges. Instead we have that

$$
\begin{equation*}
\rho=(1-\mathcal{V}) \rho^{*}+O\left(c^{-7}\right), \tag{12.212}
\end{equation*}
$$

up to corrections of 1 PN and 2 PN orders, and the presence of $\mathcal{V}$ affects the statement of the first law of thermodynamics. The exact formulation, we recall, is $d \Pi / d t=\left(p / \rho^{2}\right) d \rho / d t$, and this implies that

$$
\begin{equation*}
\rho^{*} \frac{d \Pi}{d t}=(1+\mathcal{V}) \frac{p}{\rho^{*}} \frac{d \rho^{*}}{d t}-p \partial_{t} \mathcal{\nu}+O\left(c^{-7}\right) \tag{12.213}
\end{equation*}
$$

where we use the fact that $\mathcal{V}$ depends on time only. The continuity equation satisfied by $\rho^{*}$ allows us to replace $d \rho^{*} / d t$ with $-\rho^{*} \partial_{j} v^{j}$, and integrating over the volume occupied by the fluid, we obtain

$$
\begin{equation*}
\frac{d E_{\mathrm{int}}}{d t}=(1+\mathcal{V}) \int v^{j} \partial_{j} p d^{3} x-P \partial_{t} \mathcal{V}+O\left(c^{-7}\right) \tag{12.214}
\end{equation*}
$$

for the rate of change of the fluid's internal energy; here $P:=\int p d^{3} x$ is the integrated pressure. The terms in $\mathcal{V}$ contribute to the change in total energy at 2.5 PN order, and instead of Eq. (12.140) we find that

$$
\begin{equation*}
\int v_{j} f^{j}[\mathrm{rr}] d^{3} x+\mathcal{V} \int v^{j} \partial_{j} p d^{3} x-P \partial_{t} \mathcal{V}+\frac{d}{d t}\left(c^{-5} E[5]\right)=-\frac{G}{5 c^{5}} \dddot{I}^{\langle j k\rangle} \dddot{I}^{\langle j k\rangle}+O\left(c^{-7}\right) \tag{12.215}
\end{equation*}
$$

is the precise statement of energy balance in the two-parameter family of radiation-reaction gauges. The integrals can be evaluated in the same way as in Sec. 12.6.3, and after some calculations we confirm that the radiation-reaction force density of Eq. (12.203) is indeed compatible with energy balance. In the course of this computation we also find that

$$
\begin{align*}
& c^{-5} E[5]=\frac{G}{c^{5}}\left[4 a \dddot{I}^{\langle j k\rangle} \mathcal{T}^{j k}+\frac{1}{2}\left(\frac{2}{5}+a\right)\left(\stackrel{4}{I}^{\langle j k\rangle} \dot{I}^{\langle j k\rangle}-\dddot{I}^{\langle j k\rangle} \ddot{I}^{\langle j k\rangle}\right)\right. \\
&\left.+b \dddot{I}^{p p}(4 \mathcal{T}+3 P)+\frac{1}{2} b\left({ }_{I}^{(4)} I^{p p} \dot{I}^{q q}-\dddot{I}^{p p} \ddot{I}^{q q}\right)\right] \tag{12.216}
\end{align*}
$$

is the appropriate expression for the 2.5 PN contribution to the total energy.
The statement of momentum balance requires no modification from Eq. (12.153), and the computations carried out in Sec. 12.6 .4 can easily be adapted to the two-parameter family of radiation-reaction gauges. We confirm that the radiation-reaction force density of Eq. (12.203) is indeed compatible with momentum balance, and that

$$
\begin{equation*}
c^{-5} P^{j}[5]=0 \tag{12.217}
\end{equation*}
$$

in these gauges; there is no contribution to the total momentum at 2.5 PN order.
The same statements apply to the expression of angular-momentum balance. Here also the precise statement of Eq. (12.159) requires no modification, and here also we find that it is compatible with Eq. (12.203). The 2.5 PN contribution to the total angular-momentum tensor is given by

$$
\begin{align*}
c^{-5} J^{j k}[5]=\frac{G}{c^{5}} & {\left[\left(\frac{2}{5}+a\right)\left(I^{j p} I^{k p}-I^{k p} I^{(4)}\right)+a\left(J^{j p} \dddot{I}^{k p}-J^{k p} \dddot{I}^{j p}\right)\right.} \\
& \left.-\frac{2}{5}\left(\dot{I}^{j p} \dddot{I}^{k p}-\dot{I}^{k p} \dddot{I}^{j p}\right)\right] \tag{12.218}
\end{align*}
$$

in the two-parameter family of radiation-reaction gauges.

### 12.9 Orbital evolution under radiation reaction

In this last section of Chapter 12 we describe how the radiation-reaction force of Eq. (12.208) affects the orbital motion of a two-body system. The system's dynamics is dominated by the Newtonian gravitational attraction between the two bodies, and the radiation-reaction force creates a perturbation. We wish to determine the effect of this perturbing force over a time scale that is much longer than the orbital period; we are primarily interested in the secular effects of the radiation-reaction force. The Newtonian dynamics was investigated in detail back in Sec. 3.2, and a formalism to describe perturbed Keplerian orbits, based on osculating elliptical orbits and evolving orbital elements, was introduced in Sec. 3.3; our analysis in this section employs this formalism as an essential foundation.

### 12.9.1 Evolution of orbital elements

We return to Eq. (12.208) and substitute Keplerian expressions for $\boldsymbol{r}:=\boldsymbol{r}_{1}-\boldsymbol{r}_{2}$ and $\boldsymbol{v}:=\boldsymbol{v}_{1}-\boldsymbol{v}_{2}$, which we decompose as $\boldsymbol{r}=r \boldsymbol{n}$ and $\boldsymbol{v}=\dot{r} \boldsymbol{n}+(r \dot{\phi}) \lambda$, with $\dot{\boldsymbol{\phi}}$ denoting the orbital angular velocity. The unit vectors $n$ and $\lambda$ are tangent to the orbital plane and mutually orthogonal; in Cartesian coordinates $(x, y, z)$ oriented in such a way that the orbital plane coincides with the surface $z=0$, we have that $\boldsymbol{n}=[\cos \phi, \sin \phi, 0]$ and $\lambda=[-\sin \phi, \cos \phi, 0]$, where $\phi(t)$ is the angle between $\boldsymbol{r}$ and the $x$-axis. The Keplerian relations are

$$
\begin{equation*}
r=\frac{p}{1+e \cos f}, \quad \dot{r}=\sqrt{\frac{G m}{p}} e \sin f, \quad r \dot{\phi}=\sqrt{\frac{G m}{p}}(1+e \cos f), \tag{12.219}
\end{equation*}
$$

where $p$ is the semi-latus rectum, $e$ the eccentricity, $f:=\phi-\omega$ the true anomaly, and $\omega$ the longitude of pericenter. The orbital period is

$$
\begin{equation*}
P=\frac{2 \pi}{\sqrt{G m}}\left(\frac{p}{1-e^{2}}\right)^{3 / 2} \tag{12.220}
\end{equation*}
$$

and $p /\left(1-e^{2}\right)$ is the semi-major axis.
Making the substitutions in Eq. (12.208) returns

$$
\begin{equation*}
\boldsymbol{a}[\mathrm{rr}]=\frac{8}{5} \eta \frac{(G m)^{7 / 2}}{c^{5} p^{9 / 2}}(1+e \cos f)^{3}[(e \sin f) A \boldsymbol{n}-(1+e \cos f) B \lambda] \tag{12.221}
\end{equation*}
$$

with

$$
\begin{align*}
A:= & \frac{44}{3}+\frac{35}{3} a-5 b+e\left(\frac{80}{3}+\frac{125}{6} a-\frac{55}{4} b\right) \cos f \\
& +e^{2}\left[2+\frac{5}{3} a+\frac{5}{2} b+\left(10+\frac{15}{2} a-\frac{45}{4} b\right) \cos ^{2} f\right],  \tag{12.222a}\\
B:= & 4+e\left(10+\frac{35}{6} a-\frac{5}{2} b\right) \cos f \\
& -e^{2}\left[9+\frac{35}{3} a-5 b-\left(15+\frac{35}{2} a-\frac{15}{2} b\right) \cos ^{2} f\right] . \tag{12.222b}
\end{align*}
$$

We recall that $a$ and $b$ are parameters that specify the choice of radiation-reaction gauge. In the Burke-Thorne gauge we set $a=0$ and $b=0$, in the Schäfer gauge we set $a=-\frac{2}{5}$ and $b=0$, and the assignments $a=-2 / 3$ and $b=4 / 9$ produce the harmonic-gauge expression for the radiation-reaction force.

The effect of a perturbing force on the Keplerian orbital elements $p, e$, and $\omega$ was described in detail back in Sec. 3.3. In this description, the orbital motion is described at all times by the Keplerian relations of Eq. (12.219), but the orbital elements acquire a time dependence from the perturbing force. This description is exact, and the method of
osculating orbits is a powerful starting point for an approximate treatment of the orbital evolution. The relevant equations are displayed in Eqs. (3.69); we have

$$
\begin{align*}
\frac{d p}{d f} & =\frac{2 p^{3}}{G m} \frac{1}{(1+e c)^{3}} \mathcal{S}  \tag{12.223a}\\
\frac{d e}{d f} & =\frac{p^{2}}{G m}\left[\frac{s}{(1+e c)^{2}} \mathcal{R}+\frac{e+2 c+e c^{2}}{(1+e c)^{3}} \mathcal{S}\right]  \tag{12.223b}\\
e \frac{d \omega}{d f} & =\frac{p^{2}}{G m}\left[-\frac{c}{(1+e c)^{2}} \mathcal{R}+\frac{s(2+e c)}{(1+e c)^{3}} \mathcal{S}\right] \tag{12.223c}
\end{align*}
$$

where $c:=\cos f, s:=\sin f, \mathcal{R}:=\boldsymbol{n} \cdot \boldsymbol{a}[\mathrm{rr}]$ is the radial component of the perturbing acceleration, and $\mathcal{S}:=\boldsymbol{\lambda} \cdot \boldsymbol{a}[\mathrm{rr}]$ is the tangential component. These equations must be supplemented with

$$
\begin{equation*}
\frac{d t}{d f}=\sqrt{\frac{p^{3}}{G m}} \frac{1}{(1+e c)^{2}}\left\{1-\frac{1}{e} \frac{p^{2}}{G m}\left[\frac{c}{(1+e c)^{2}} \mathcal{R}-\frac{2+e c}{(1+e c)^{3}} \sin f \mathcal{S}\right]\right\} \tag{12.224}
\end{equation*}
$$

which describes how the orbit evolves in time; this equation can be integrated once the system of Eqs. (12.223) has been solved.

To analyze the equations it is helpful to turn $p$ into a dimensionless variable $\mathrm{p}:=p / p^{*}$ by dividing it by a representative scale $p^{*}$; this may, for example, be chosen as the initial value $p(f=0)$. It is also helpful to introduce

$$
\begin{equation*}
\epsilon:=\frac{8}{5} \eta\left(\frac{G m}{c^{2} p^{*}}\right)^{5 / 2} \tag{12.225}
\end{equation*}
$$

as a dimensionless measure of the strength of the radiation-reaction force. Because the orbital velocity $v$ is comparable to $\sqrt{G m / p^{*}}$ during the evolution, $\epsilon$ is of the same order of magnitude as $(v / c)^{5}$ and therefore quite small. Finally, it is helpful to make time dimensionless by defining $\mathrm{t}:=t / t^{*}$, with $t^{*}:=\sqrt{p^{* 3} /(G m)}$.

In terms of these new variables the evolution equations are

$$
\begin{align*}
\frac{d \mathrm{p}}{d f} & =-2 \epsilon \mathrm{p}^{-3 / 2}(1+e c) B  \tag{12.226a}\\
\frac{d e}{d f} & =\epsilon \mathrm{p}^{-5 / 2}(1+e c)\left[e s^{2} A-\left(e+2 c+e c^{2}\right) B\right]  \tag{12.226b}\\
e \frac{d \omega}{d f} & =-\epsilon \mathrm{p}^{-5 / 2} s(1+e c)[e c A+(2+e c) B]  \tag{12.226c}\\
\frac{d \mathrm{t}}{d f} & =\frac{\mathrm{p}^{3 / 2}}{(1+e c)^{2}}\left\{1-\epsilon \frac{(1+e c) s}{e \mathrm{p}^{5 / 2}}[e c A+(2+e c) B]\right\} \tag{12.226d}
\end{align*}
$$

Substitution of $A$ and $B$ returns expressions that are quite large. For our purposes below it is sufficient to present their schematic structure, which is as follows:

$$
\begin{align*}
& \frac{d \mathrm{p}}{d f}=-\frac{\epsilon}{\mathrm{p}^{3 / 2}} {\left[8\left(1+\frac{7}{8} e^{2}\right)+k_{1}^{p} \cos f+k_{2}^{p} \cos 2 f+k_{3}^{p} \cos 3 f\right] }  \tag{12.227a}\\
& \frac{d e}{d f}=-\frac{\epsilon}{\mathrm{p}^{5 / 2}} {\left[\frac{38}{3} e\left(1+\frac{121}{304} e^{2}\right)+k_{1}^{e} \cos f+k_{2}^{e} \cos 2 f+k_{3}^{e} \cos 3 f\right.} \\
&\left.\quad+k_{4}^{e} \cos 4 f+k_{5}^{e} \cos 5 f\right],  \tag{12.227b}\\
& \frac{d \omega}{d f}=-\frac{\epsilon}{e \mathrm{p}^{5 / 2}}\left[k_{1}^{\omega} \sin f+k_{2}^{\omega} \sin 2 f+k_{3}^{\omega} \sin 3 f+k_{4}^{\omega} \sin 4 f+k_{5}^{\omega} \sin 5 f\right] . \tag{12.227c}
\end{align*}
$$

The various coefficients $k_{n}$ that come with the trigonometric functions depend on $e$ as well as the gauge parameters $a$ and $b$. The schematic forms of Eq. (12.227) reveal that the driving forces for $p$ and $e$ contain steady pieces that produce secular changes, in addition to oscillatory pieces that average out after each orbital cycle. And as we can see, the oscillatory pieces are gauge-dependent, while the secular pieces are independent of the choice of gauge. The driving force for $\omega$ is entirely oscillatory.

### 12.9.2 Multi-scale analysis of orbital evolution

Apart from the post-Newtonian expansion that gave rise to the radiation-reaction force, no approximations have entered the formulation of the orbital equations as displayed in Eqs. (12.226). We now wish to integrate these equations, and we shall take advantage of the fact that $\epsilon \ll 1$ to find approximate solutions. We must, however, be cognizant of the fact that changes in the orbital elements occur over two very distinct time scales. The first is the orbital time scale $P$, which is short, and the second is the radiation-reaction time scale $T_{\text {rr }}$ - refer to Eq. (12.88) - which is longer than $P$ by a factor of order $\epsilon^{-1} \gg 1$. In terms of the true anomaly $f$, we have changes over the short angular scale of $2 \pi$, and changes over the much longer scale $\epsilon^{-1}$. Our perturbative approach must allow us to probe these widely separated scales; the method of choice is a multi-scale analysis, as presented in the excellent book by our friend Carl Bender and his late colleague Steven Orszag (1978), and summarized in Box 12.4.

## Box 12.4

## Multi-scale analysis

To introduce the method we work through a simple example involving a damped harmonic oscillator. We wish to integrate the differential equation

$$
\ddot{x}+2 \epsilon \dot{x}+x=0
$$

with boundary conditions $x(0)=1, \dot{x}(0)=0$, in a regime in which $\epsilon \ll 1$. Here all variables are dimensionless, and an overdot indicates differentiation with respect to $t$. The equation can be integrated exactly, and
the solution is

$$
x=e^{-\epsilon t}\left(\cos \omega t+\frac{\epsilon}{\omega} \sin \omega t\right)
$$

with $\omega:=\sqrt{1-\epsilon^{2}}$. The solution reveals features that occur over widely separated time scales: there are rapid oscillations over a time scale of order unity, and a slow damping of the envelope over a time scale of order $\epsilon^{-1} \gg 1$. We would like to capture these features with a perturbative analysis of the differential equation.

A straightforward expansion of the solution in powers of $\epsilon$ would fail in this endeavor. Suppose that we write $x=x_{0}(t)+\epsilon x_{1}(t)+O\left(\epsilon^{2}\right)$, insert this within the differential equation, and equate terms of like powers of $\epsilon$ to zero. We would obtain the differential equations $\ddot{x}_{0}+x_{0}=0$ and $\ddot{x}_{1}+x_{1}=-2 \dot{x}_{0}$, and these can be integrated in turn for $x_{0}(t)$ and $x_{1}(t)$. Keeping the boundary conditions in mind, we get $x_{0}=\cos t$ and observe that the driving force for $x_{1}$, equal to $2 \sin t$, oscillates at the same frequency as the oscillator's own natural frequency. This creates a resonant behavior that leads to unbounded growth, as can be seen in the solution $x_{1}=\sin t-t \cos t$. The end result of this standard perturbative analysis is an approximate solution

$$
x=(1-\epsilon t) \cos t+\epsilon \sin t+O\left(\epsilon^{2}\right)
$$

that becomes wholly inaccurate over times $t \simeq \epsilon^{-1}$. This approximation, in particular, does not capture the damping that occurs over the long time scale.

In a multi-scale treatment of this problem one introduces a slow-time variable $\tilde{t}:=\epsilon t$ in addition to the fast time $t$, and postulates a solution of the form $x=x_{0}(\tilde{t}, t)+\epsilon x_{1}(\tilde{t}, t)+O\left(\epsilon^{2}\right)$, in which $x_{0}$ and $x_{1}$ are assumed to be bounded functions. The original differential equation is generalized in such a way that $\tilde{t}$ and $t$ are treated as independent variables, and the total time derivative is interpreted as

$$
\frac{d}{d t}=\frac{\partial}{\partial t}+\epsilon \frac{\partial}{\partial \tilde{t}}
$$

In our case we have that $\dot{x}=\partial x_{0} / \partial t+\epsilon \partial x_{0} / \partial \tilde{t}+\epsilon \partial x_{1} / \partial t+O\left(\epsilon^{2}\right)$ and $\ddot{x}=\partial^{2} x_{0} / \partial t^{2}+$ $2 \epsilon \partial^{2} x_{0} / \partial \tilde{t} \partial t+\epsilon \partial^{2} x_{1} / \partial t^{2}+O\left(\epsilon^{2}\right)$, and the differential equation becomes the set of equations

$$
\begin{aligned}
& \frac{\partial^{2} x_{0}}{\partial t^{2}}+x_{0}=0 \\
& \frac{\partial^{2} x_{1}}{\partial t^{2}}+x_{1}=-2\left(\frac{\partial x_{0}}{\partial t}+\frac{\partial^{2} x_{0}}{\partial \tilde{t} \partial t}\right)
\end{aligned}
$$

The solution to the first equation is $x_{0}=A(\tilde{t}) \cos t$, in which the function $A(\tilde{t})$ plays the role of constant of integration; this function cannot be determined until we proceed to the next order. We observe that a second solution to the differential equation, $B(\tilde{t}) \sin t$, should in principle be added to the first; it will, however, eventually be rejected by the boundary conditions.

At the next order we find that the driving force for $x_{1}$ is now equal to $2\left(A+A^{\prime}\right) \sin t$, in which a prime indicates differentiation with respect to $\tilde{t}$. We recognize that such a resonant force would produce a growth in $t$, and that this would violate our assumption that $x_{1}$ should stay bounded. We eliminate this eventuality by demanding that $A(\tilde{t})$ be a solution to $A+A^{\prime}=0$, which implies that $A=A_{0} \exp (-\tilde{t})$. Keeping
the boundary conditions in mind, we find that the zeroth-order solution to the differential equation is

$$
x=\exp (-\tilde{t}) \cos t+O(\epsilon)
$$

As we can see, this captures the essential aspects of the exact solution, including the damping that occurs over the long time scale.

The zeroth-order solution can be refined by integrating what has become of the first-order differential equation. We now have $\partial^{2} x_{1} / \partial t^{2}+x_{1}=0$, whose solution is $x_{1}=C(\tilde{t}) \sin t$ (up to the addition of a second solution, which we discard by virtue of the boundary conditions). Once more we find that the unknown function $C(\tilde{t})$ cannot be determined until we proceed to the next order. It would, however, be determined in the same way, by ensuring that the driving force for $x_{2}$ is free of a resonant term. Such an analysis would reveal that $C=\exp (-\tilde{t})$, and the first-order solution to the differential equation is

$$
x=\exp (-\tilde{t})(\cos t+\epsilon \sin t)+O\left(\epsilon^{2}\right)
$$

This captures even more of the exact solution, but the central message of this exercise is that $x_{0}$ by itself does a very fine job of reproducing the essential behavior of the exact solution.

## General theory of multi-scale orbital evolution

We now perform a multi-scale analysis of the evolution equations for the orbital elements $p$, $e$, and $\omega$. Before we return to the specific situation that concerns us in this section (orbital evolution under radiation reaction), we develop a fairly general formulation that can be applied to many different situations. This formulation was devised by our friend Adam Pound in his PhD dissertation (2010). Similar (but less general) formulations can be found in a 1990 article by Lincoln and Will, and a 2004 paper by Mora and Will.

We collect the orbital elements into the vector $\mu^{a}$, and express their evolution equations as

$$
\begin{equation*}
\frac{d \mu^{a}}{d f}=\epsilon F^{a}\left(f, \mu^{b}\right) \tag{12.228}
\end{equation*}
$$

in which $\epsilon$ is a small parameter, and each driving force $F^{a}$ is assumed to be periodic in $f$, so that $F^{a}\left(f+2 \pi, \mu^{b}\right)=F^{a}\left(f, \mu^{b}\right)$. These equations are supplemented with

$$
\begin{equation*}
\frac{d t}{d f}=T_{0}\left(f, \mu^{a}\right)+\epsilon T_{1}\left(f, \mu^{a}\right) \tag{12.229}
\end{equation*}
$$

which governs the behavior of the time function; $T_{0}$ and $T_{1}$ are also assumed to be periodic in $f$. The exact specifications of $F^{a}, T_{0}$, and $T_{1}$ for our particular problem can be obtained from Eqs. (12.223) and (12.224), but our considerations here are more general.

In a multi-scale analysis of these differential equations we postulate the existence of solutions of the form

$$
\begin{equation*}
\mu^{a}=\mu_{0}^{a}(\tilde{f}, f)+\epsilon \mu_{1}^{a}(\tilde{f}, f)+\epsilon^{2} \mu_{2}^{a}(\tilde{f}, f)+O\left(\epsilon^{3}\right) \tag{12.230}
\end{equation*}
$$

and

$$
\begin{equation*}
t=\epsilon^{-1} t_{-1}(\tilde{f}, f)+t_{0}(\tilde{f}, f)+\epsilon t_{1}(\tilde{f}, f)+O\left(\epsilon^{2}\right) \tag{12.231}
\end{equation*}
$$

in which $\tilde{f}:=\epsilon f$ is the slow variable. Each function $\mu_{n}^{a}$ and $t_{n}$ is assumed to be periodic in $f$. The presence of $\epsilon^{-1} t_{-1}$ in $t$ is required because the time variable grows secularly even in the absence of a perturbation; when $\tilde{f}$ is of order unity and $f$ of order $\epsilon^{-1}, t$ also is of order $\epsilon^{-1}$.
To proceed with Eqs. (12.228) we treat $\tilde{f}$ and $f$ as independent variables and interpret a total derivative with respect to $f$ as

$$
\begin{equation*}
\frac{d}{d f}=\frac{\partial}{\partial f}+\epsilon \frac{\partial}{\partial \tilde{f}} . \tag{12.232}
\end{equation*}
$$

Inserting Eq. (12.230) within the differential equations and equating like powers of $\epsilon$, we obtain

$$
\begin{align*}
\frac{\partial \mu_{0}^{a}}{\partial f} & =0  \tag{12.233a}\\
\frac{\partial \mu_{0}^{a}}{\partial \tilde{f}}+\frac{\partial \mu_{1}^{a}}{\partial f} & =F^{a}\left(f, \mu_{0}^{b}\right),  \tag{12.233b}\\
\frac{\partial \mu_{1}^{a}}{\partial \tilde{f}}+\frac{\partial \mu_{2}^{a}}{\partial f} & =\mu_{1}^{c} \partial_{c} F^{a}\left(f, \mu_{0}^{b}\right) ; \tag{12.233c}
\end{align*}
$$

in the last equation the driving force $F^{a}$ is differentiated with respect to $\mu^{c}$, and the repeated index indicates a summation over all orbital elements.
The equations of the system (12.233) can be integrated in turn. Equation (12.233a) implies that $\mu_{0}^{a}$ is a function of the slow variable $\tilde{f}$ only. To integrate Eq. (12.233b) we first average the equation over a complete cycle of the fast variable. We use the notation

$$
\begin{equation*}
\langle q\rangle(\tilde{f}):=\frac{1}{2 \pi} \int_{0}^{2 \pi} q(\tilde{f}, f) d f \tag{12.234}
\end{equation*}
$$

to indicate such an average; since $\tilde{f}$ and $f$ are independent variables the integral is evaluated while keeping $\tilde{f}$ fixed. Because the first term of Eq. (12.233b) is independent of $f$, its average returns $d \mu_{0}^{a} / d \tilde{f}$. The average of the second term vanishes, because of the assumed periodicity of $\mu_{1}^{a}$. We are left with

$$
\begin{equation*}
\frac{d \mu_{0}^{a}}{d \tilde{f}}=\left\langle F^{a}\right\rangle\left(\mu_{0}^{b}\right), \tag{12.235}
\end{equation*}
$$

a system of equations that determine $\mu_{0}^{a}(\tilde{f})$. Subtracting this from Eq. (12.233b), we next obtain $\partial \mu_{1}^{a} / \partial f=F^{a}-\left\langle F^{a}\right\rangle$, which integrates to

$$
\begin{equation*}
\mu_{1}^{a}=\mu_{1, \operatorname{ssc}}^{a}(\tilde{f}, f)+\mu_{1, \sec }^{a}(\tilde{f}), \tag{12.236}
\end{equation*}
$$

where

$$
\begin{equation*}
\mu_{1, \mathrm{osc}}^{a}=\int\left[F^{a}\left(f, \mu_{0}^{b}\right)-\left\langle F^{a}\right\rangle\left(\mu_{0}^{b}\right)\right] d f \tag{12.237}
\end{equation*}
$$

is a periodic function of $f$, and $\mu_{1, \text { sec }}^{a}$ acts as a constant of integration. This is determined at the next order, by averaging Eq. (12.233c). The first term gives rise to $d \mu_{1, \text { sec }}^{a} / d \tilde{f}$, the second term contributes nothing, and we arrive at

$$
\begin{equation*}
\frac{d \mu_{1, \mathrm{sec}}^{a}}{d \tilde{f}}=\left\langle\mu_{1, \mathrm{osc}}^{c} \partial_{c} F^{a}\left(f, \mu_{0}^{b}\right)\right\rangle \tag{12.238}
\end{equation*}
$$

We note that only $\mu_{1, \text { osc }}^{c}$ appears on the right-hand side, instead of the complete expression $\mu_{1}^{c}$, because the average of the term involving $\mu_{1, \mathrm{sec}}^{a}$ vanishes. At this stage we have all the ingredients required in the construction of $\mu^{a}$ to first order in $\epsilon$; to obtain the terms of order $\epsilon^{2}$ in Eq. (12.230) we would proceed to the next order.

We follow the same recipe to integrate Eq. (12.229). Skipping over the details, we find that $t_{-1}$ is a function of $\tilde{f}$ only determined by

$$
\begin{equation*}
\frac{d t_{-1}}{d \tilde{f}}=\left\langle T_{0}\right\rangle\left(\mu_{0}^{a}\right) \tag{12.239}
\end{equation*}
$$

and that $t_{0}$ can be expressed as

$$
\begin{equation*}
t_{0}=t_{0, \operatorname{osc}}(\tilde{f}, f)+t_{0, \sec }(\tilde{f}) \tag{12.240}
\end{equation*}
$$

with

$$
\begin{equation*}
t_{0, \text { osc }}=\int\left[T_{0}\left(f, \mu_{0}^{a}\right)-\left\langle T_{0}\right\rangle\left(\mu_{0}^{a}\right)\right] d f \tag{12.241}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d t_{0, \mathrm{sec}}}{d \tilde{f}}=\left\langle\mu_{1, \mathrm{osc}}^{b} \partial_{b} T_{0}\left(f, \mu_{0}^{a}\right)+T_{1}\left(f, \mu_{0}^{a}\right)\right\rangle . \tag{12.242}
\end{equation*}
$$

These equations allow us to construct $t$ to zeroth order in $\epsilon$; to obtain the terms of order $\epsilon$ in Eq. (12.231) we would proceed to the next order.

The most important pieces of the orbital elements $\mu^{a}$ are those that grow secularly and depend on the slow variable $\tilde{f}$. These are contained in $\mu_{0}^{a}$ and $\mu_{1, \text { sec }}^{a}$, and a useful secular approximation to the orbital elements is given by

$$
\begin{equation*}
\mu_{\mathrm{sec}}^{a}=\mu_{0}(\tilde{f})+\epsilon \mu_{1, \mathrm{sec}}^{a}(\tilde{f})+O\left(\epsilon^{2}\right) \tag{12.243}
\end{equation*}
$$

this ignores the unimportant periodic oscillations contained in $\mu_{1, \text { osc }}^{a}$, which average out after each orbital cycle. Similarly, a useful secular approximation to the time function is given by

$$
\begin{equation*}
t_{\mathrm{sec}}=\epsilon^{-1} t_{-1}(\tilde{f})+t_{0, \mathrm{sec}}(\tilde{f})+O(\epsilon) \tag{12.244}
\end{equation*}
$$

It is important to understand that while the oscillatory terms $\mu_{1, \text { osc }}^{a}$ do not appear in these equations, they are nevertheless required in the construction of the secular terms $\mu_{1, \mathrm{sec}}^{a}$ and $t_{0, \text { sec }}$. This can be seen from Eqs. (12.238) and (12.242), which reveal that oscillations in $\mu_{1}^{a}$ can combine with oscillations in $\partial_{c} F^{a}\left(f, \mu_{0}^{b}\right)$ and $\partial_{b} T_{0}\left(f, \mu_{0}^{a}\right)$ to produce secular terms.

## Radiation reaction

We now have all the required tools at our disposal, and we may return to the original problem, the determination of the orbital evolution under radiation reaction. The orbital elements are $\mu^{a}:=(\mathrm{p}, e, \omega)$, and the driving forces $F^{a}$ can be extracted from Eq. (12.227). Their averages are easily computed, and Eq. (12.235) returns

$$
\begin{align*}
& \frac{d \mathrm{p}_{0}}{d \tilde{f}}=-8 \mathrm{p}_{0}^{-3 / 2}\left(1+\frac{7}{8} e_{0}^{2}\right)  \tag{12.245a}\\
& \frac{d e_{0}}{d \tilde{f}}=-\frac{38}{3} e_{0} \mathrm{p}_{0}^{-5 / 2}\left(1+\frac{121}{304} e_{0}^{2}\right)  \tag{12.245b}\\
& \frac{d \omega_{0}}{d \tilde{f}}=0 \tag{12.245c}
\end{align*}
$$

where $\mu_{0}^{a}:=\left(\mathrm{p}_{0}, e_{0}, \omega_{0}\right)$ are the zeroth-order approximations to the orbital elements. From Eq. (12.227) and (12.237) we also obtain the oscillatory first-order corrections,

$$
\begin{align*}
& \mathrm{p}_{1, \text { osc }}=-\frac{1}{\mathrm{p}_{0}^{3 / 2}}\left(k_{1}^{p} \sin f+\frac{1}{2} k_{2}^{p} \sin 2 f+\frac{1}{3} k_{3}^{p} \sin 3 f\right),  \tag{12.246a}\\
& e_{1, \text { osc }}=-\frac{1}{\mathrm{p}_{0}^{5 / 2}}\left(k_{1}^{e} \sin f+\frac{1}{2} k_{2}^{e} \sin 2 f+\frac{1}{3} k_{3}^{e} \sin 3 f+\frac{1}{4} k_{4}^{e} \sin 4 f+\frac{1}{5} k_{5}^{e} \sin 5 f\right),  \tag{12.246b}\\
& \omega_{1, \text { osc }}=\frac{1}{e_{0} \mathrm{p}_{0}^{5 / 2}}\left(k_{1}^{\omega} \cos f+\frac{1}{2} k_{2}^{\omega} \cos 2 f+\frac{1}{3} k_{3}^{\omega} \cos 3 f+\frac{1}{4} k_{4}^{\omega} \cos 4 f+\frac{1}{5} k_{5}^{\omega} \cos 5 f\right) . \tag{12.246c}
\end{align*}
$$

These are combined with derivatives of the driving forces to compute the right-hand side of Eq. (12.238). We obtain

$$
\begin{equation*}
\frac{d \mathrm{p}_{1, \mathrm{sec}}}{d \tilde{f}}=\frac{d e_{1, \mathrm{sec}}}{d \tilde{f}}=0 \tag{12.247}
\end{equation*}
$$

and conclude that there is no secular growth in p and $e$ at first order in $\epsilon$. The calculation reveals also that $d \omega_{1, \mathrm{sec}} / d \tilde{f} \neq 0$, but we shall not be concerned with this small amount of secular growth in $\omega$.

Proceeding with the time function, we insert Eq. (12.226) within Eq. (12.239) and get

$$
\begin{equation*}
\frac{d \mathrm{t}_{-1}}{d \tilde{f}}=\left(\frac{\mathrm{p}_{0}}{1-e_{0}^{2}}\right)^{3 / 2} \tag{12.248}
\end{equation*}
$$

From Eq. (12.242) we next obtain

$$
\begin{equation*}
\frac{d \mathrm{t}_{0, \mathrm{sec}}}{d \tilde{f}}=0 \tag{12.249}
\end{equation*}
$$

and observe the absence of secular growth at zeroth order in $\epsilon$.

## Conclusion

The multi-scale analysis of the orbital evolution equations is now completed. We have found that the secular changes in the orbital elements are governed by the system of differential equations

$$
\begin{align*}
& \left.\frac{d \mathrm{p}}{d f}\right|_{\mathrm{sec}}=-\epsilon \frac{8}{\mathrm{p}^{3 / 2}}\left(1+\frac{7}{8} e^{2}\right)+O\left(\epsilon^{3}\right)  \tag{12.250a}\\
& \left.\frac{d e}{d f}\right|_{\mathrm{sec}}=-\epsilon \frac{38 e}{3 \mathrm{p}^{5 / 2}}\left(1+\frac{121}{304} e^{2}\right)+O\left(\epsilon^{3}\right)  \tag{12.250b}\\
& \left.\frac{d \mathrm{t}}{d f}\right|_{\mathrm{sec}}=\left(\frac{\mathrm{p}}{1-e^{2}}\right)^{3 / 2}+O\left(\epsilon^{2}\right) \tag{12.250c}
\end{align*}
$$

in which we have removed the now-redundant suffixes on $\mathrm{p}, e$, and t .
To display the equations in their final form we re-introduce the scales $p^{*}$ and $t^{*}$, substitute $\epsilon$ from Eq. (12.225), and eliminate $f$. This yields

$$
\begin{align*}
\left.\frac{d p}{d t}\right|_{\mathrm{sec}} & =-\frac{64}{5} \eta c\left(\frac{G M}{c^{2} p}\right)^{3}\left(1-e^{2}\right)^{3 / 2}\left(1+\frac{7}{8} e^{2}\right)  \tag{12.251a}\\
\left.\frac{d e}{d t}\right|_{\mathrm{sec}} & =-\frac{304}{15} \eta c \frac{e}{p}\left(\frac{G M}{c^{2} p}\right)^{3}\left(1-e^{2}\right)^{3 / 2}\left(1+\frac{121}{304} e^{2}\right) \tag{12.251b}
\end{align*}
$$

These are the same equations that were obtained in Sec. 12.3.3 on the basis of averaged statements of energy and angular-momentum balance - refer to Eqs. (12.86) and (12.87). The treatment given here, based on a multi-scale analysis of the evolution equations, is much more satisfactory than the earlier work: We were able to prove that Eqs. (12.251) do indeed capture the secular behavior of the orbital elements, and that the fractional error incurred is of order $\epsilon^{2}$.

In Figs. 12.3 and 12.4 we compare the approximate evolution obtained on the basis of Eqs. (12.250) to an exact numerical integration of Eqs. (12.226). We can see that the agreement is excellent.

### 12.10 Bibliographical notes

Radiation-reaction effects in electromagnetism are discussed in many textbooks, including Jackson's Classical Electrodynamics (1998). The treatment is usually restricted to point charges, and much space is devoted to the curious fact that the radiation-reaction force depends on the rate of change of the particle's acceleration. The literature has debated this issue endlessly, and many misconceptions have taken hold - don't get us started. For a well-balanced overview, refer to Gralla, Harte, and Wald (2009).

The shortwave approximation of Sec. 12.2 was first formulated by Isaacson (1968a and 1968b). The angular-momentum flux of gravitational waves was first calculated by Bryce DeWitt in the early nineteen seventies, and his results were eventually published in DeWitt


Fig. 12.3 Evolution of the dimensionless semi-latus rectum $p$ under radiation reaction. The evolution begins with $p=20$ and $e=0.7$, and it proceeds for 100 orbital cycles with $\epsilon=0.1$. Time is expressed in units of the initial orbital period $P$. The exact curve (solid) displays oscillations around the mean curve (dashed), and it was obtained by numerical integration of Eqs. (12.226). These computations were carried out in the Burke-Thorne gauge, with $a=b=0$. The mean curve is obtained on the basis of the secular approximation of Eqs. (12.250).


Fig. 12.4 Evolution of the eccentricity e under radiation reaction. The details are as in Fig. 12.3.
(2011); the final expression also appeared in Thorne (1980). An alternative approach to the description of radiative losses in general relativity, widely considered to be more rigorous and convincing than the Landau-Lifshitz approach adopted here, was formulated by Bondi and his colleagues. Representative papers are Sachs (1961 and 1962) and Bondi, van der

Burg, and Metzner (1962). Though different, the Bondi and Landau-Lifshitz approaches yield identical results.

Radiative losses of slowly-moving systems (Sec. 12.3), including binary stars, were first explored by Peters and Mathews (1963), Peters (1964), Bekenstein (1973), and Fitchett (1983). Wiseman's beaming argument, presented in Box. 12.2, was published in Wiseman (1992).

The first binary pulsar (Sec. 12.4) was discovered by Hulse and Taylor in 1974; their discovery paper was published as Hulse and Taylor (1975). The first measurement of the orbital damping caused by radiative losses was reported in Taylor, Fowler, and McCulloch (1979). The numbers for PSR 1913+16 displayed in Table 12.1 and the following discussion are taken from Weisberg, Nice, and Taylor (2010). The numbers for the double pulsar J07373039 are taken from Kramer et al. (2006). Calculations to high post-Newtonian order of radiative losses for inspiralling compact binaries are reviewed in Blanchet (2006). The papers alluded to at the beginning of Sec. 12.4.3 are Favata, Hughes, and Holz (2004), Baker et al. (2006), and Gonzalez et al. (2007). A recent review of numerical simulations of black-hole superkicks is provided by Zlochower, Campanelli, and Lousto (2011).

The approach adopted in Secs. 12.5-12.7 to calculate radiation-reaction potentials and forces is patterned after Pati and Will (2000 and 2001). The Burke-Thorne gauge featured in Sec. 12.8 was formulated in Thorne (1969), Burke (1971), and Misner, Thorne, and Wheeler (1973); see, however, the criticisms expressed by Walker and Will (1980). The Schäfer gauge was formulated in Schäfer (1983), and the Damour-Deruelle gauge refers to Damour and Deruelle (1981).

The multi-scale analysis of the orbital evolution of a binary system under radiation reaction, presented in Sec. 12.9, is patterned after Lincoln and Will (1990) and Mora and Will (2004). The general method is introduced in the excellent text by Bender and Orzag (1978), and the application to osculating orbital elements was developed in Pound (2010).

### 12.11 Exercises

### 12.1 Verify Eq. (12.40).

12.2 Use Eqs. (12.68) and (12.69) to show that the fluxes of energy, linear momentum, and angular momentum from a Newtonian binary system can be expressed in the form

$$
\begin{aligned}
\mathcal{P} & =\frac{8}{15} \eta^{2} \frac{c^{3}}{G}\left(\frac{G m}{c^{2} r}\right)^{4}\left(12 v^{2}-11 \dot{r}^{2}\right) \\
\mathcal{F}^{j} & =-\frac{8}{105} \Delta \eta^{2} \frac{c}{G}\left(\frac{G m}{c^{2} r}\right)^{4}\left[v^{j}\left(50 v^{2}-38 \dot{r}^{2}+8 \frac{G m}{r}\right)-\dot{r} n^{j}\left(55 v^{2}-45 \dot{r}^{2}+12 \frac{G m}{r}\right)\right] \\
\mathcal{T}^{j} & =\frac{8}{5} \eta^{2} \frac{c}{G}\left(\frac{G m}{c^{2} r}\right)^{3} h^{j}\left(2 v^{2}-3 \dot{r}^{2}+2 \frac{G m}{r}\right)
\end{aligned}
$$

By incorporating a total time derivative into $P^{j}$ [5] and $J^{j}$ [5], show that the momentum and angular-momentum fluxes can be written in the simpler forms

$$
\begin{aligned}
& \mathcal{F}^{j}=-\frac{4}{15} \Delta \eta^{2} \frac{c}{G}\left(\frac{G m}{c^{2} r}\right)^{4} v^{j}\left(13 v^{2}-15 \dot{r}^{2}\right), \\
& \mathcal{T}^{j}=\frac{8}{5} \eta^{2} \frac{c}{G}\left(\frac{G m}{c^{2} r}\right)^{3} h^{j}\left(4 v^{2}-9 \dot{r}^{2}\right),
\end{aligned}
$$

and verify that the momentum flux is in the direction of motion of the lighter body.
12.3 Consider a Keplerian, circular orbit of radius $a$ in the $x-y$ plane. Show that when averaged over a complete orbit, the power emitted in gravitational waves per unit solid angle is given by

$$
\frac{d \mathcal{P}}{d \Omega}=\frac{1}{2 \pi} \eta^{2} \frac{c^{5}}{G}\left(\frac{G m}{c^{2} a}\right)^{5}\left(1+6 \cos ^{2} \theta+\cos ^{4} \theta\right)
$$

where $\theta$ is the angle between the $z$-axis and $N$, the direction of emission. Verify that the total power integrated over all solid angles agrees with Eq. (12.82a) when $e=0$.
12.4 Consider a Keplerian orbit that is circular apart from the slow decrease in radius $a$ caused by the energy lost to gravitational radiation. As a function of $\eta, m$, and the initial radius $a_{0}$, calculate the lifetime of the binary system and the number of completed orbits before the radiation reaction brings the radius to zero. Give alternative expressions for the lifetime and number of orbits in terms of $\eta, m$, and the initial orbital period $P$. Using these results, carry out the following estimates:
(a) the remaining lifetime of the Hulse-Taylor binary pulsar PSR 1913+16, with $M_{1} \approx M_{2} \approx 1.4 M_{\odot}$ and $P=7.75$ hours (assume that the orbit is circular);
(b) the total time and number of cycles in the gravitational-wave signal from an inspiralling binary system of two $1.4 M_{\odot}$ compact objects, from the time it enters the LIGO-Virgo frequency band with a gravitational-wave frequency of 10 Hz to the end of the inspiral (when $a=0$ );
(c) the remaining lifetime of the Earth-Sun system.
12.5 The current eccentricity of the Hulse-Taylor binary pulsar orbit is $e_{0} \approx 0.6$, and its orbital period is 7.75 hours. Estimate the orbital eccentricity when gravitational waves from the system first enter the LIGO-Virgo band at 10 Hz . You may treat the eccentricity as if it were much smaller than unity when making your estimate.
12.6 Consider a binary pulsar of equal masses, for which the only orbital variables measured initially are the orbital period $P$ and the pericenter advance $\dot{\omega}$. Using the approximation of small eccentricity, show that the lifetime of the system is given by

$$
T=\frac{5}{128}\left(\frac{6 \pi}{\dot{\omega}}\right)^{5 / 2}\left(\frac{1}{P}\right)^{3 / 2}
$$

On the $\dot{\omega}-P$ plane, plot the curve corresponding to $T=1$ billion years. Plot the curve from approximately 0.1 to 30 degrees per year for $\dot{\omega}$, and from approximately 1 to

30 hours for $P$. How is the curve shifted when the initial orbit has a high eccentricity? How does the curve change if the masses are not equal?
12.7 For an inspiralling circular orbit of two bodies, show that the accumulated velocity of the center-of-mass as a result of radiative recoil is given by

$$
\boldsymbol{V}_{\text {kick }}=\frac{464}{105} \Delta \eta^{2}\left(\frac{G m}{c^{2} a}\right)^{4} c \boldsymbol{n}
$$

Assume that the time scale for radiative losses is much longer than the orbital period, so that $d \Omega / d t \sim O\left(c^{-5 / 2}\right) \Omega^{2}$. Find the mass ratio that maximizes the recoil velocity.
12.8 Consider a two-body system on a Newtonian hyperbolic orbit described by

$$
r=\frac{p}{1+e \cos \phi}, \quad \frac{d \phi}{d t}=\sqrt{\frac{G m}{p^{3}}}(1+e \cos \phi)^{2}
$$

where $m$ is the total mass, and $p$ is the semi-latus rectum, related to the angular momentum per unit reduced mass $h$ by $h^{2}=G m p$. The system's energy is given by

$$
E=\eta \frac{G m^{2}}{2 p}\left(e^{2}-1\right) .
$$

Note that $e>1, E>0$, and the orbit comes in from infinity at $\phi=-\arccos (-1 / e)$, reaching pericenter at $\phi=0$.
(a) Show that the total energy emitted in gravitational waves by the time the orbit reaches pericenter is given by

$$
\begin{aligned}
\Delta E & =\frac{32}{5} \eta^{2} \frac{G m^{2}}{p}\left(\frac{G m}{c^{2} p}\right)^{5 / 2} f(e) \\
f(e) & =\left(1+\frac{73}{24} e^{2}+\frac{37}{96} e^{4}\right) \arccos \left(-\frac{1}{e}\right)+\frac{301}{144}\left(1+\frac{673}{602} e^{2}\right) \sqrt{e^{2}-1}
\end{aligned}
$$

(b) In the limit where $e$ is close to unity, that is, when $e=1+\epsilon$ with $\epsilon \ll 1$, show that the energy loss will convert the hyperbolic orbit into a bound orbit before pericenter when the following inequality is satisfied:

$$
\frac{85 \pi \eta}{3 \epsilon}\left(\frac{G m}{c^{2} p}\right)^{5 / 2}>1
$$

(c) Instead of the parameterization $(p, \epsilon)$ for the orbit, adopt $\left(b, v_{\infty}\right)$, in which $b$ is an impact parameter and $v_{\infty}$ is the orbital velocity at infinite separation. These quantities are defined by $v_{\infty}^{2}=(G m / p)\left(e^{2}-1\right) \simeq 2(G m / p) \epsilon$ and $h=b v_{\infty}$. Express the criterion of part (b) as an inequality for $b$.
(d) Show that the cross section $\sigma_{\mathrm{GW}}:=\pi b_{\text {capture }}^{2}$ for gravitational-wave capture is given by

$$
\sigma_{\mathrm{GW}}=\pi\left(\frac{170 \pi}{3} \eta\right)^{2 / 7}\left(\frac{G m}{c^{2}}\right)^{2}\left(\frac{c}{v_{\infty}}\right)^{18 / 7}
$$

Such a process could play an important role in the evolution of dense star clusters.
12.9 Consider the radiation-reaction acceleration for a binary system. Given that it must be a 2.5 PN correction of the Newtonian acceleration, that it must vanish in the testbody limit, and that it must be related to the mutual accelerations of the bodies, it is possible to show, without doing any work, that it must be of the general form

$$
\boldsymbol{a}[\mathrm{rr}]=\frac{8 \eta}{5 c^{3}} \frac{G m}{r^{2}} \frac{G m}{c^{2} r}\left[\left(a_{1} v^{2}+a_{2} \frac{G m}{r}+a_{3} \dot{r}^{2}\right) \dot{r} \boldsymbol{n}+\left(b_{1} v^{2}+b_{2} \frac{G m}{r}+b_{3} \dot{r}^{2}\right) \boldsymbol{v}\right],
$$

where $m=M_{1}+M_{2}, \eta=M_{1} M_{2} / m$, and $a_{n}$ and $b_{n}$ are arbitrary parameters.
(a) Justify the form shown above.
(b) Calculate the energy and angular momentum losses, $d E / d t$ and $d \boldsymbol{J} / d t$, implied by the proposed radiation-reaction acceleration.
(c) Using Newtonian theory, prove the following useful identity:

$$
\frac{d}{d t}\left(\frac{v^{2 s} \dot{r}^{p}}{r^{q}}\right)=\frac{v^{2 s-2} \dot{r}^{p-1}}{r^{q+1}}\left[p v^{4}-p v^{2} \frac{G m}{r}-(p+q) v^{2} \dot{r}^{2}-2 s \frac{G m}{r} \dot{r}^{2}\right]
$$

where $p, q$ and $s$ are integers.
(d) By considering the three cases $(p, q, s)=(1,2,1),(3,2,0)$ and $(1,3,0)$, use the identity to show that the various numerical coefficients in the expressions for $d E / d t$ and $d \boldsymbol{J} / d t$ can be altered by absorbing total time derivatives into $E[5]$ and $\boldsymbol{J}[5]$. Show that the freedom contained in these redefinitions is described by a three-parameter family.
(e) Assume now that $d E / d t$ and $d \boldsymbol{J} / d t$, as calculated previously, and including the three-parameter family of redefinitions, match the gravitational-wave fluxes of energy and angular momentum, given by

$$
\begin{aligned}
\mathcal{P} & =\frac{8}{15} \eta^{2} \frac{c^{3}}{G}\left(\frac{G m}{c^{2} r}\right)^{4}\left(12 v^{2}-11 \dot{r}^{2}\right) \\
\mathcal{T}^{j} & =\frac{8}{5} \eta^{2} \frac{c}{G}\left(\frac{G m}{c^{2} r}\right)^{3} h^{j}\left(2 v^{2}-3 \dot{r}^{2}+2 \frac{G m}{r}\right)
\end{aligned}
$$

where $\boldsymbol{h}=\boldsymbol{r} \times \boldsymbol{v}$. Obtain constraints on the coefficients $a_{n}$ and $b_{n}$ in $\boldsymbol{a}[\mathrm{rr}]$. Show that $a_{n}$ and $b_{n}$ can be determined up to two unknown parameters. Show that this freedom corresponds precisely to the two-parameter gauge freedom described in Eq. (12.185), and that one can recover the Burke-Thorne, Schäfer, and Damour-Deruelle expressions for the radiation-reaction acceleration. This approach to finding the radiation-reaction acceleration was taken by Iyer and Will (1995).
12.10 The radiative losses of energy and angular momentum cause the eccentricity of a binary system to decrease. This implies that in the past, the eccentricity must always have been larger. From Eqs. (12.251), which describe the secular evolution of the orbital elements, show that as $t \rightarrow-\infty$, the eccentricity tends to unity and the semilatus rectum $p$ tends to a constant $p_{\infty}$. Show that they evolve
according to

$$
1-e=\frac{85}{72} \ln \left(p_{\infty} / p\right)[1+O(1-e)]
$$

Using Eq. (12.224), show that $f \rightarrow-\pi$ in the limit $t \rightarrow-\infty$, and thus that the two bodies were at an infinite separation on a parabolic orbit. A rigorous analysis taking into account the periodic variations in the orbital elements reveals that a generic orbit in the infinite past is actually hyperbolic $(e>1)$, and that the parabolic orbit is a special case.

